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# uvod

This template, modified in MS Word 2007 and saved as a “Word 97-2003 Document” for the PC, provides authors with most of the formatting specifications needed for preparing electronic versions of their papers. All standard paper components have been specified for three reasons: (1) ease of use when formatting individual papers, (2) automatic compliance to electronic requirements that facilitate the concurrent or later production of electronic products, and (3) conformity of style throughout a conference proceedings. Margins, column widths, line spacing, and type styles are built-in; examples of the type styles are provided throughout this document and are identified in italic type, within parentheses, following the example. Some components, such as multi-leveled equations, graphics, and tables are not prescribed, although the various table text styles are provided. The formatter will need to create these components, incorporating the applicable criteria that follow.

# Pregled postojećih pristupa klasifikacije slika moždanih tumora

Zadatci klasifikacije slika moždanih tumora mogu se svrstati u 2 kategorije:

* binarna klasifikacija tumora
* višeklasna klasifikacija tumora

Zadatak binarne klasifikacije tumora mozga može biti: određivanje je li tumor na slici benigan ili maligan, ima li na mozgu tumora ili ne, je li tumor višeg ili nižeg stupnja. Višeklasna klasifikacija tumora podrazumijeva određivanje kojoj vrsti tumora slika pripada. U mnogim se radovima koristi javno dostupan podatkovni skup iz 2017. koji sadrži slike 3 vrste tumora [1]: gliomi (engl. glioma), meningeomi (engl. meningioma) i tumor hipofize (engl. pituitary tumor). Podatkovni skup odabran u našem radu također sadrži ove 3 klase, ali i četvrtu klasu: slike mozga bez tumora.

Moderni pristupi klasifikacije slike oslanjaju se na duboko učenje. Najčešće se primijenjuju konvolucijske neuronske mreže [2] [3], a neki su radovi povezali modele dubokog prijenosnog učenja s tradicionalnim pristupima stojnog učenja kao što su algoritam SVM [4]. Dio znastvenih članaka navodi i primjenu neparametarskog tradicionalnog modela k-NN [5] [6]. Pregled postojećih pristupa klasifikacije slika tumora mozga sažeto je prikazan u Tablici I.

Tablica I. PREGLED POSTOJEĆIH PRISTUPA KLASIFIKACIJE SLIKA TUMORA MOZGA

|  |  |  |  |
| --- | --- | --- | --- |
| ISTRAŽIVANJE | PODATKOVNI SKUP | METODOLOGIJA | TOČNOST |
| Chelghoum et al.  [2] | javno dostupan Figshare podatkovni skup [1] | - klasfikacija 3 vrste tumora mozga  - prijenosno učenje s 9 CNN arhitektura | najbolja točnost: 98.71 % (VGG-16, 90 epoha) |
| Das et al.  [3] | javno dostupan Figshare podatkovni skup [1] | - klasfikacija 3 vrste tumora mozga  - konvolucijska neuronska mreža (CNN) | 94.39 % |
| Kibriya et al.  [4] | javno dostupan Figshare podatkovni skup [1] | -klasifikacija 3 vrste tumora mozga (CNN + SVM klasifikator)  - 2 modela prijenosnog učenja: GoogLeNet i ResNet-18 | - 97.4 % (GoogLeNet)  - 97.8 % (Res-Net18)  - 97.6 %  (GoogLeNet + SVM)  - 98 %  (Res-Net + SVM) |
| Wasule et al.  [5] | snimke iz bolnice Sahyandri,  baza podataka BRATS (2012.) | - binarna klasifikacija tumora mozga (SVM i kNN klasifikator)  - ekstrakcija značajki: GLCM | - snimke iz bolnice: SVM: 96%  KNN: 86%  - BRATS:  SVM: 85%  KNN: 72.5% |
| Ramdlon et al. [6] | TCIA (The Cancer Imaging Archive) | - segmentacija  - ekstrakcija značajki: centroid i površina objekta  - klasikacija 3 vrste tumora mozga algoritmom k-NN | 89,5 % |

U [2], [3], i [4] se slike tumora mozga klasificiraju u 3 grupe: gliomi, meningeomi i tumor hipofize. U [6] se slike klasificiraju u 3 grupe: astrocitomi (engl. Astrocytoma), glioblastomi (engl. Glioblastoma) i oligodendrogliomi (engl. Oligodendroglioma). U [5] se rade dvije binarne klasifikacije: određivanje je li tumor maligni ili benigni te klasifikacija glioma u gliom visokog i niskog stupnja.

Prije provođenja klasifikacije potrebno je provesti predobradu slika. To obično podrazumijeva primjenu nekih od sljedećih postupaka: medijan filtar za uklanjanje šuma [5] [6], primjena Gaussova filtra za zaglađivanje slika [3], promjena veličine slika, transformacija intenziteta slika. U [4] je prije treniranja modela provedena min-max normalizacija intenziteta slika. Oni su također povećali podatkovni skup kako bi izbjegli pristranost prema većinskoj klasi tumora koristeći pritom sljedeće tehnike: rotacija, zrcaljenje i dodavanje sol-papar šuma. U [1] su pak normalizirali izvorne slike i konvertitrali ih u RGB format. Neki autori prije klasifikacije tumora provode segmentaciju slika s ciljem da detektirani objekti mozga (područje tumora) budu bijeli, a ostatak slike crn [6].

U [6] su proveli klasifikaciju k-NN algoritmom. Korištene značajke su: centorid (na temelju x i y koordinata središta tumora određene su 2 diskretne koordinate tumora) i površina objekta (udio površine slike koju zauzima tumor). U [5] su osim algoritma najbližih susjeda (kNN) isprobali i stroj potpornih vektora (SVM). Primijenili su GLCM (engl. Gray Level Co-occurence Matrix) za ekstrakciju značajki. Neke od značajki koje se koriste u ovom i sličnim radovima su: kontrast, korelacija, entropija, energija i homogenost. Prema njihovim rezultatima stroj potpornih vektora se pokazao boljim klasifikatorom od algoritma k-NN.

Tradicionalni pristupi strojnog učenja zahtjevaju segmentaciju slika i/ili ekstrakciju značajki prije klasfikacije. Pri klasifikaciji slika ipa se najčešće koriste konvolucijske neuronske mreže. One predstavljaju model u kojem je ekstrakcija značajki ugrađena u model. Takozvani end-to-end modeli s prijenosnim učenjem (engl. transfer learning) postižu visoku točnost: 97.4 % (GoogLeNet) i 97.8 % (ResNet-18) [4]. Dobivene značajke su iskorištene za treniranje SVM klasifikatora koji je postigao točnost od 98 %. U [2] su testirali 9 CNN arhitektura uz prijenosno učenje: AlexNet, GoogleNet, VGG16, VGG19, Residual Networks (ResNet18, ResNet50, ResNet101), Residual Networks and Inception-v2 (ResNet-Inception-v2), Squeeze and Excitation Network (SENet). Temeljna je ideja prijenosnog učenja iskoristiti znanje naučeno na jednom skupu za učenje na drugim skupovima podataka. Mreže su trenirane stohastičkim gradijentnim spustom u skupinama (engl. minibatch) od 128 slika. Za broj epoha isprobali su 25, 50 i 90, a pokazalo se da povećanje ne doprinosi značajno klasifikaciji. Sve su arhitekture osim SENet postigle točnost veću od 90 % na 25 epoha. Također, pokazalo se da arhitekture s manje slojeva (AlexNet, GoogleNet, VGG-16) bolje klasificiraju. U [3] su trenirali neuronsku mrežu sa 3 konvolucijska sloja s konvolucijskom jezgrom (engl. kernel) veličine 5x5 i 2 sloja sažimanja (engl. subsampling layer) s veličinom podmatrice 2x2. Kako bi smanjili prenaučenost koriste tzv. dropout slojeve u kojim se ignorira dio neurona u daljnjem prolazu kroz mrežu. Koriste 2 gusta sloja (engl. dense layer), od kojih zadnji koriste kao poveznicu između konvolucijskih slojeva i softmax izlaznog sloja. Predloženi model postiže visoku točnost na skupu za ispitivanje: 94.39%. Ipak, navoda da je model pokazao veću preciznost detekcije tumora štitnjače (98%) nasprem glioma (88%) i meningeoma (94%).

Većina istraživanja iz područja klasifikacije moždanih tumora pomoću MRI snimaka koristi konvolucijske mreže, a sve su popularniji pristupi prijenosnog učenja. Ekstrakcijom ispravnih značajki i tradicionalni pristupi, poput stroja potpornih vektora i algoritma najbližih susjeda, mogu postići visoku točnost, ali ipak nižu od konvolucijskih neuronskih mreža. Od navedenih arhitektura najboljom se pokazala VGG-16 (točnost 98.71 %), ali treniranje traje 1950 minuta. S druge strane, treniranje mreže AlexNet u 90 epoha traje 91 minutu, a rezultira točnošću 98.22 %.

# metodologija

After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.

## Authors and Affiliations

**The template is designed for, but not limited to, six authors.** A minimum of one author is required for all conference articles. Author names should be listed starting from left to right and then moving down to the next line. This is the author sequence that will be used in future citations and by indexing services. Names should not be listed in columns nor group by affiliation. Please keep your affiliations as succinct as possible (for example, do not differentiate among departments of the same organization).

### For papers with more than six authors: Add author names horizontally, moving to a third row if needed for more than 8 authors.

### For papers with less than six authors: To change the default, adjust the template as follows.

#### Selection: Highlight all author and affiliation lines.

#### Change number of columns: Select the Columns icon from the MS Word Standard toolbar and then select the correct number of columns from the selection palette.

#### Deletion: Delete the author and affiliation lines for the extra authors.

## Identify the Headings

Headings, or heads, are organizational devices that guide the reader through your paper. There are two types: component heads and text heads.

Component heads identify the different components of your paper and are not topically subordinate to each other. Examples include Acknowledgments and References and, for these, the correct style to use is “Heading 5”. Use “figure caption” for your Figure captions, and “table head” for your table title. Run-in heads, such as “Abstract”, will require you to apply a style (in this case, italic) in addition to the style provided by the drop down menu to differentiate the head from the text.

Text heads organize the topics on a relational, hierarchical basis. For example, the paper title is the primary text head because all subsequent material relates and elaborates on this one topic. If there are two or more sub-topics, the next level head (uppercase Roman numerals) should be used and, conversely, if there are not at least two sub-topics, then no subheads should be introduced. Styles named “Heading 1”, “Heading 2”, “Heading 3”, and “Heading 4” are prescribed.

## Figures and Tables

#### Positioning Figures and Tables: Place figures and tables at the top and bottom of columns. Avoid placing them in the middle of columns. Large figures and tables may span across both columns. Figure captions should be below the figures; table heads should appear above the tables. Insert figures and tables after they are cited in the text. Use the abbreviation “Fig. 1”, even at the beginning of a sentence.

1. Table Type Styles

| Table Head | Table Column Head | | |
| --- | --- | --- | --- |
| Table column subhead | Subhead | Subhead |
| copy | More table copya |  |  |

1. Sample of a Table footnote. (*Table footnote*)
2. Example of a figure caption. (*figure caption*)

# rezultati

After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.

# diskusija

After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.

# zaključak

After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.
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