24年论文，可以看看里面的baseline和related work，了解发展现状。

1. **DDCDR: A Disentangle-based Distillation Framework for Cross-Domain Recommendation.** [KDD 2024](https://dblp.org/db/conf/kdd/kdd2024.html#AnGYTWHZGG24): 4764-4773
2. **User Distribution Mapping Modelling with Collaborative Filtering for Cross Domain Recommendation.** [WWW 2024](https://dblp.org/db/conf/www/www2024.html#00050LHSTW24): 334-343
3. **DDCDR: A Disentangle-based Distillation Framework for Cross-Domain Recommendation.** [KDD 2024](https://dblp.org/db/conf/kdd/kdd2024.html#AnGYTWHZGG24): 4764-4773
4. **Mitigating Negative Transfer in Cross-Domain Recommendation via Knowledge Transferability Enhancement.** [KDD 2024](https://dblp.org/db/conf/kdd/kdd2024.html#Song0DZWB024): 2745-2754
5. **Graph Disentangled Contrastive Learning with Personalized Transfer for Cross-Domain Recommendation.** [AAAI 2024](https://dblp.org/db/conf/aaai/aaai2024.html#LiuSNJ024): 8769-8777
6. **Neural Node Matching for Multi-Target Cross Domain Recommendation.** [ICDE 2023](https://dblp.org/db/conf/icde/icde2023.html#XuLHGMLCZ23): 2154-2166

**1.2.1跨域推荐研究现状与趋势分析**

为了缓解数据稀疏与冷启动问题，跨域推荐技术[2-4]的研究受到了学术界与工业界的广泛关注。按照其发展历程，接下来依次对单目标、双目标和多目标跨域推荐的研究现状进行介绍。

**（1）单目标跨域推荐**

早期的跨域推荐方法主要考虑知识的单向迁移，通过有效利用源域中丰富的信息以提高目标域的推荐效果。根据迁移策略的不同，可将其划分为基于内容的方法[5-7]和基于嵌入与映射的方法[8-10]。前者主要利用两个领域公共的内容建立桥接关系，然后采用协同过滤、关联分析、矩阵分解等方式实现知识迁移。这些公共的内容通常包括：共同的用户/物品、社交标签、评论信息、文本数据、浏览历史等。基于嵌入和映射的方法则是通过学习源域和目标域之间的映射关系来实现知识迁移。例如，Man et al.[8] 采用基于协同过滤的方法为每个领域生成用户/物品表征，然后通过对齐重叠用户的表征来训练一个映射函数，从而实现领域之间的知识迁移。Wang et al.[9]提出了一种基于协同聚类的跨域物品嵌入方法，实现了对物品表征的增强。Zhao et al.[10]从每个用户和物品的评论文档中提取多方面的信息，通过注意力机制学习跨域相关性，并在此基础上增强了用户表征。**虽然单目标跨域推荐方法能有效改善稀疏域的推荐性能，但无法同时辅助源域中的推荐任务。**

**（2）双目标跨域推荐**

为了实现源域和目标域推荐性能的相互增强，Zhu et al.[11]首次定义了双目标跨域推荐问题并且提出了一个基础模型。该方法首先利用多源数据（用户画像、物品标签、打分、评论等信息）为用户和物品生成更具代表性的嵌入，然后定义了三种不同的策略来连接和共享重叠用户的嵌入表征。类似地，Kang et al. [12]也使用了一个固定的连接策略，根据重叠用户的数据稀疏程度来连接重叠用户的嵌入表达。**以上方法主要采用嵌入和映射的思路，各领域需要先通过预训练的方式独立地得到用户/物品的表征，然后利用重叠用户进行特征对齐。因此，有偏的预训练表征将无可避免地包含领域特有的信息，从而对跨领域迁移信息产生负面影响。**

为了缓解上述问题，现有工作主要采取联合训练的思路来学习跨领域信息的嵌入表达。此类方法首先采用两个基础的编码器对每个领域的交互记录进行建模，然后引入不同的迁移层对称地融合不同编码器学得的表征。例如，CoNet[13]利用多层感知器作为每个领域的基础编码器，并设计了交叉连接网络来迁移信息。随后，Li et al.[14]对ConNet方法进行了扩展，通过学习一个潜在的正交投影函数来迁移跨领域用户的表征。PPGN[15]使用堆叠的GCN直接聚合不同领域的表征信息以学得最终的用户/物品特征表达。BiTGCF[16]利用LightGCN[17] 作为编码器以聚合每个领域的交互信息，并进一步引入特征迁移层对两个基础的图编码器进行增强。Zhu et al. [18] 提出了一个基于元学习的跨域推荐个性化用户偏好转移框架，Xie et al. [19] 构建了一个庞大的多元化偏好网络，通过建立多个对比学习模块改进了通用表征学习与知识迁移。**然而，以上方法忽略了领域共享信息和领域特有信息的解耦，限制了模型迁移的效果。**针对此问题，Cao et al.[20] 从信息瓶颈的视角提出了CDRIB模型来获取领域间共享的信息，提高了对冷启动用户的推荐准确度；随后又为重叠用户的推荐任务提出了一种新的特征解耦模型（DisenCDR）[21]。**在跨域共享表征的学习方面，课题组也进行了深入的研究，提出了一个基于对抗学习的跨领域用户统一表征学习框架[22]，不仅显著提高了推荐的准确性，也减少了推荐模型对于重叠用户的依赖。**

趋势分析：近期的研究工作主要采用图神经网络模型挖掘领域共享知识，采用序列编码模型学习目标域用户的偏好，然后在跨域知识融合的过程中结合对比学习[23]、特征解耦、注意力机制[24-25]等技术对表征空间进行优化。为了捕获用户的动态偏好，部分现有工作将时间信息（例如交互的时间戳、时间间隔以及周期信息）引入了用户偏好建模[26-28]。此外，为了学习通用的项目表达，部分工作利用物品的文本描述建立嵌入表征[29-30]，替代了传统基于ID编码的表征学习方法。也有一些研究工作通过建立知识图辅助用户偏好挖掘[31]。**近年来，双目标跨域推荐的相关研究取得了较大的进展，但现有工作主要面向两个领域的跨域推荐场景并且假设领域之间部分重叠，对动态场景中的数据漂移问题考虑较为不足。**

**（3）多目标跨域推荐**

实现多目标跨域推荐的一个直观做法是扩展现有的双目标跨域推荐算法。然而，基于嵌入和映射的方法需要依靠重叠用户来学习映射函数，如果将它们扩展到更多领域则需要学习更多的关系。此外，现有工作倾向于利用额外的信息或重叠的用户来建立领域之间的桥接关系，不适用于重叠信息匮乏的场景。因此，Cui et al. [32]等为多目标跨域推荐提出了一个异构图框架(HeroGRAPH)：首先，收集多个领域的用户和物品构建共享图，通过聚合来自多个领域的邻居信息以缓解稀疏性；然后，提出一个循环注意力机制优化每个节点的嵌入表达。Yan et al. [33] 采用多任务学习方法从所有领域中为每个用户生成全局的特征表达，然后提出一个针对多域的协同过滤框架。Zhu et al. [34] 为双目标、多目标和多任务推荐提出了一个基于图嵌入和注意力机制的统一学习框架，并且设计了一种个性化的训练策略用于缓解负迁移问题。**课题组在多目标跨域问题上也进行了深入的研究，我们结合序列建模与对比学习提出了一种创新的多目标跨域推荐方法[35]，通过表征优化与知识迁移改进了所有领域的推荐效果。**实现多目标跨域推荐另一个比较有潜力的方案是拓展基于联合训练的双目标跨域推荐方法（例如CCDR[19]、CDRIB[20]、DisenCDR[21]等），当领域之间的重叠信息充足时，上述方案能取得较为理想的效果。**然而，真实场景中的重叠信息较少，领域之间的数据分布差异大并且相关度不同，用户/物品相关信息具有多源异构性，在跨域融合过程中容易导致负迁移问题。此外，现有工作对场景的动态性考虑不足，在应对用户兴趣漂移和场景数据漂移方面还有较大的提升空间。**
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