随着企业的业务范围越来越广泛，业务环境越来越复杂和灵活，很多企业在追求降低成本的同时，寻求更高效、灵活、按需付费的计算资源，云计算作为一种基于网络的计算模式应运而生。它通过将计算、存储和网络等资源提供给用户，使其能够按需获取、使用，大大提高了IT基础设施的灵活性、可伸缩性和成本效益。云资源的主要优势之一是其弹性和可伸缩性，用户可以根据需求随时增加或减少资源，并按照实际使用情况付费。这种灵活性使得云计算成为许多企业和个人选择的理想解决方案，能够满足不同规模和类型的工作负载[1]。但是面对海量实时动态的计算任务，资源的需求难以预测，资源的分配和调度很难有效进行，因此现有云计算生态面临能耗高，资源利用率低等缺陷。[2]提升大规模云资源的利用效率是数字化时代的的迫切任务，更是助力国家双碳战略和绿色发展的关键组成。

业内广泛开展云资源的预测性伸缩与优化调度能力建设，时序机器学习作为其关键共性技术，负责对该复杂系统的状态实时感知、资源需求趋势预测，进而实现局部资源弹性伸缩和全局资源的规划调度，提高资源利用效率并节能减碳。

现有的云计算资源弹性调度算法包括以下类别。

从实现技术来看主要可分为手动策略和自动策略两种。手动策略是由用户根据自己监测到的资源情况而进行响应的弹性行为，但由于 Web 应用负载是高度动态的，因此其自动调度过程中有两方面困难：一方面是如何应对负载上升时资源供应不足造成的资源瓶颈（尤其是 CPU 瓶颈）造成的服务失效、产生 SLA 违约、影响 QoS 甚至导致性能降级的问题；另一方面是如何应对负载降低产生的大量资源闲置，造成不必要的资源浪费的问题[3]。

传统的手动策略已经明显无法满足用户需求，针对这一问题国内外主要采用自动伸缩技术解决此类问题，其中自动伸缩技术按类别划分可以总结成如下五类：阈值规则，强化学习，排队论，控制理论和时间序列分析[4-7]。

1. 阈值规则，文献[8]中提出了一种简单的阈值策略，CPU 利用率超过 80%时触发器根据预先设定的伸缩规则进行调度；[9]中设置了 70%和 30%的上下阈值。但是设置合适的阈值是一个挑战，如果设置得太低，可能导致频繁的伸缩，增加系统的不稳定性；如果设置得太高，系统可能无法及时应对激增的负载。
2. 强化学习，强化学习中两种常见的算法包括 SARSA 和 Q-learning，文献[10]使用单纯优化方法来选择能够返回高回报的状态,[11]为每一个虚拟机都创建一个代理，每个代理都管理自身的小规模查找表,[12,13]使用一种基于 ANN 的 RL 代理来根据应用和虚拟机的性能自动调节参数。但是由于问题通常具有较大的状态空间，强化学习需要较长的学习时间并且缺乏适应性，可能无法快速适应新的工作负载模式或系统变化。
3. 排队论，[15]中使用排队论进行预测平均响应时间和工作负载的值，来实现应用在服务器间的分配，是供应商的利益最大化问题。[16,17]将云计算应用建模为 G/G/n 队列，其中 n 代表服务器数量。该模型可以在给定工作负载λ或请求的平均响应时间，以及服务器配置前提下估算所需的资源。[14]中使用 G/G/1 队列构成的队列网络来建模。这种模型最大的问题是当面对峰值负载时，可能造成大量的资源浪费。而且并没有考虑到用户的服务质量与最小化费用问题。

d)控制论，固定增益控制器（包括 PIDPI 和 I）是控制论中最简单的控制器类型，[18,19]使用 I 型控制器来根据平均 CPU 使用情况调整虚拟机的数量；[20]使用 PI 型控制器根据批处理作业的执行进度来管理资源需求。自适应控制器也是使用较为广泛的一种控制器。[21]提出一种 MIMO 自适应控制器，该控制器使用二阶 ARMA来对非线性的时变的资源量与性能之间的关系进行建模，该控制器能够调节 CPU 和磁盘IO的使用率。但是控制理论通常依赖于对系统的精确建模，然而系统中的许多因素可能是不确定的，例如外部环境的变化、网络延迟、硬件故障等，这些不确定性可能导致控制器的性能下降。

e）时间序列分析，文献[23,24]使用移动平均进行预测，这种模型结构简单，预测结果也较差，基于此这种方法一般都用来对时间序列进行去除燥声的操作。文献[25,26]中使用指数平滑法进行预测。自回归方法使用范围很广泛，[27-29]均使用该方法进行预测，但其一般与移动平均组合使用构成 ARMA 模型（自回归移动平均法），提高预测准确率。时间序列分析的结果依赖于选择的预测模型。

通常不同策略可以结合起来形成更加结合其他方法来实现更灵活、精确的自动缩放。文献[30]提出了一种混合的方法，采用了主动机制和被动机制结合的弹性算法，在扩展时采用阈值策略，收缩时采用预测方法。通过实验表明该方法相比于现有的弹性方法减少了到达 CPU 瓶颈的数量，同时有效控制了收缩过程中发生错误的比例。但该算法处理的是稳定类型的负载，对于负载规模大幅增加的情况将发生大量的服务失效。
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