|  |  |
| --- | --- |
|  | **Министерство науки и высшего образования Российской Федерации**  **Федеральное государственное бюджетное образовательное учреждение**  **высшего образования**  **«Московский государственный технический университет**  **имени Н.Э. Баумана**  **(национальный исследовательский университет)»**  **(МГТУ им. Н.Э. Баумана)** |

ФАКУЛЬТЕТ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

КАФЕДРА \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

**РАСЧЕТНО-ПОЯСНИТЕЛЬНАЯ ЗАПИСКА**

***К КУРСОВОМУ ПРОЕКТУ***

***НА ТЕМУ:***

***\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_***

***\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_***

***\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_***

***\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_***

***\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_***

***\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_***

Студент \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ **\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**

(Группа) (Подпись, дата) (И.О.Фамилия)

Руководитель курсового проекта **\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**

(Подпись, дата) (И.О.Фамилия)

Консультант **\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**

(Подпись, дата) (И.О.Фамилия)

*2020 г.*

**Министерство науки и высшего образования Российской Федерации**

**Федеральное государственное бюджетное образовательное учреждение**

**высшего образования**

**«Московский государственный технический университет имени Н.Э. Баумана**

**(национальный исследовательский университет)»**

**(МГТУ им. Н.Э. Баумана)**

УТВЕРЖДАЮ

Заведующий кафедрой \_\_\_\_\_\_\_\_\_\_

(Индекс)

\_\_\_\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

(И.О.Фамилия)

« \_\_\_\_\_ » \_\_\_\_\_\_\_\_\_\_\_\_ 20 \_\_\_\_ г.

**ЗАДАНИЕ**

**на выполнение курсового проекта**

по дисциплине \_\_\_\_\_\_Технологии машинного обучения\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Студент группы \_\_\_\_ИУ5-62\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_Морозенков Олег Николаевич\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

(Фамилия, имя, отчество)

Тема курсового проекта \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Направленность КП (учебный, исследовательский, практический, производственный, др.)

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Источник тематики (кафедра, предприятие, НИР) \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

График выполнения проекта: 25% к \_4\_ нед., 50% к \_8\_ нед., 75% к 12 нед., 100% к 16 нед.

***Задание\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_***

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

***Оформление курсового проекта:***

Расчетно-пояснительная записка на \_35\_\_ листах формата А4.

Перечень графического (иллюстративного) материала (чертежи, плакаты, слайды и т.п.)

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Дата выдачи задания « \_\_\_ » \_\_\_\_\_\_\_\_\_\_\_\_ 20\_\_ г.

**Руководитель курсового проекта**  \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

(Подпись, дата) (И.О.Фамилия)

**Студент \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**

(Подпись, дата) (И.О.Фамилия)

Примечание: Задание оформляется в двух экземплярах: один выдается студенту, второй хранится на кафедре.

**СОДЕРЖАНИЕ**

[**ВВЕДЕНИЕ**](#введение) **5**

[**1.** Поиск и выбор набора данных для построения моделей машинного обучения. На основе выбранного набора данных студент должен построить модели машинного обучения для решения или задачи классификации, или задачи регрессии](#первый)**6**

[**2.** Проведение разведочного анализа данных. Построение графиков, необходимых для понимания структуры данных. Анализ и заполнение пропусков в данных](#второй)**7**

[**3.** Выбор признаков, подходящих для построения моделей. Кодирование категориальных признаков. Масштабирование данных. Формирование вспомогательных признаков, улучшающих качество моделей](#третий)**11**

[**4.** Проведение корреляционного анализа данных. Формирование промежуточных выводов о возможности построения моделей машинного обучения. В зависимости от набора данных, порядок выполнения пунктов 2, 3, 4 может быть изменен](#четвертый)**16**

[**5.** Выбор метрик для последующей оценки качества моделей. Необходимо выбрать не менее трех метрик и обосновать выбор](#пятый)**19**

[**6.** Выбор наиболее подходящих моделей для решения задачи классификации или регрессии. Необходимо использовать не менее пяти моделей, две из которых должны быть ансамблевыми](#шестой)**21**

[**7.** Формирование обучающей и тестовой выборок на основе исходного набора данных](#седьмой)**21**

[**8.** Построение базового решения (baseline) для выбранных моделей без подбора гиперпараметров. Производится обучение моделей на основе обучающей выборки и оценка качества моделей на основе тестовой выборки](#восьмой)**21**

[**9.** Подбор гиперпараметров для выбранных моделей. Рекомендуется использовать методы кросс-валидации. В зависимости от используемой библиотеки можно применять функцию GridSearchCV, использовать перебор параметров в цикле, или использовать другие методы](#девятый) **28**

[**10.** Повторение пункта 8 для найденных оптимальных значений гиперпараметров. Сравнение качества полученных моделей с качеством baseline-моделей](#десятый)**30**

[**11.** Формирование выводов о качестве построенных моделей на основе выбранных метрик. Результаты сравнения качества рекомендуется отобразить в виде графиков и сделать выводы в форме текстового описания. Рекомендуется построение графиков обучения и валидации, влияния значений гиперпарметров на качество моделей и т.д.](#одиннадцатый)**31**

[**ЗАКЛЮЧЕНИЕ**](#Заключение) **34**

[**ЛИТЕРАТУРА**](#Литература) **35**

**ВВЕДЕНИЕ**

В данном курсовом проекте предстоит выполнить типовую задачу машинного обучения - провести анализ данных, провести операции с датасетом, подобрать модели, а также подобрать наиболее подходящие гиперпараметры выбранных моделей.

Попробуем различные модели и подберем наилучшую из них на основе выбранных метрик. Также построим вспомогательные графики, которые помогут нам визуально взглянуть на все необходимые показатели.

# ЗАДАНИЕ

1. Поиск и выбор набора данных для построения моделей машинного обучения. На основе выбранного набора данных студент должен построить модели машинного обучения для решения или задачи классификации, или задачи регрессии.
2. Проведение разведочного анализа данных. Построение графиков, необходимых для понимания структуры данных. Анализ и заполнение пропусков в данных.
3. Выбор признаков, подходящих для построения моделей. Кодирование категориальных признаков. Масштабирование данных. Формирование вспомогательных признаков, улучшающих качество моделей.
4. Проведение корреляционного анализа данных. Формирование промежуточных выводов о возможности построения моделей машинного обучения. В зависимости от набора данных, порядок выполнения пунктов 2, 3, 4 может быть изменен.
5. Выбор метрик для последующей оценки качества моделей. Необходимо выбрать не менее трех метрик и обосновать выбор.
6. Выбор наиболее подходящих моделей для решения задачи классификации или регрессии. Необходимо использовать не менее пяти моделей, две из которых должны быть ансамблевыми.
7. Формирование обучающей и тестовой выборок на основе исходного набора данных.
8. Построение базового решения (baseline) для выбранных моделей без подбора гиперпараметров. Производится обучение моделей на основе обучающей выборки и оценка качества моделей на основе тестовой выборки.
9. Подбор гиперпараметров для выбранных моделей. Рекомендуется использовать методы кросс-валидации. В зависимости от используемой библиотеки можно применять функцию GridSearchCV, использовать перебор параметров в цикле, или использовать другие методы.
10. Повторение пункта 8 для найденных оптимальных значений гиперпараметров. Сравнение качества полученных моделей с качеством baseline-моделей.
11. Формирование выводов о качестве построенных моделей на основе выбранных метрик. Результаты сравнения качества рекомендуется отобразить в виде графиков и сделать выводы в форме текстового описания. Рекомендуется построение графиков обучения и валидации, влияния значений гиперпарметров на качество моделей и т.д.

## 1) Поиск и выбор набора данных для построения моделей машинного обучения. На основе выбранного набора данных студент должен построить модели машинного обучения для решения или задачи классификации, или задачи регрессии.

В качестве набора данных мы будем использовать набор данных [https://archive.ics.uci.edu/ml/datasets/Air+quality#](https://archive.ics.uci.edu/ml/datasets/Air+quality)

Содержит ответы газового мультисенсорного устройства, развернутого на месторождении в итальянском городе. Среднечасовые значения откликов регистрируются вместе с эталонами концентрации газа на сертифицированном анализаторе.

Датасет состоит из 1 файла:

* AirQualityUCI.csv - датасет

Файл содержит следующие колонки:

1. Дата (ДД / ММ/ гггг).
2. Время (чч. мм. СС).
3. Истинная часовая усредненная концентрация CO в мг / м^3 (эталонный анализатор).
4. ПТ08.S1 (оксид олова) часовой усредненный отклик датчика (номинально Co-таргетированный).
5. Истинная почасовая усредненная общая концентрация Неметановых углеводородов в мкг / м^3 (эталонный анализатор).
6. Истинная почасовая усредненная концентрация бензола в мкг / м^3 (эталонный анализатор).
7. ПТ08.S2 (titania) часовой усредненный отклик датчика (номинально nmhc-таргетинг).
8. Истинная почасовая усредненная концентрация NOx в ppb (эталонный анализатор).
9. ПТ08.S3 (оксид вольфрама) ежечасно усредненный отклик датчика (номинально направленный на NOx).
10. Истинная часовая усредненная концентрация NO2 в микрог / М^3 (эталонный анализатор).
11. ПТ08.S4 (оксид вольфрама) часовой усредненный отклик датчика (номинально No2)).
12. ПТ08.S5 (оксид индия) часовой усредненный отклик датчика (номинально направленный на O3).
13. Температура в °C.
14. Относительная Влажность Воздуха (%).
15. Абсолютная влажность воздуха.

В рассматриваемом примере будем решать обе задачи - и задачу классификации, и задачу регрессии:

* Для решения **задачи классификации** в качестве целевого признака будем использовать "Occupancy". Поскольку признак содержит только значения 0 и 1, то это задача бинарной классификации.
* Для решения **задачи регрессии** в качестве целевого признака будем использовать "Light".

### Импорт библиотек

Импортируем библиотеки с помощью команды import. Как правило, все команды import размещают в первых ячейках ноутбука.

import numpy as np  
import pandas as pd  
import seaborn as sns  
import matplotlib.pyplot as plt  
from sklearn.preprocessing import MinMaxScaler  
from sklearn.linear\_model import LinearRegression, LogisticRegression  
from sklearn.model\_selection import train\_test\_split  
from sklearn.neighbors import KNeighborsRegressor, KNeighborsClassifier  
from sklearn.metrics import accuracy\_score, balanced\_accuracy\_score  
from sklearn.metrics import precision\_score, recall\_score, f1\_score, classification\_report  
from sklearn.metrics import confusion\_matrix  
from sklearn.metrics import plot\_confusion\_matrix  
from sklearn.model\_selection import GridSearchCV  
from sklearn.metrics import mean\_absolute\_error, mean\_squared\_error, mean\_squared\_log\_error, median\_absolute\_error, r2\_score   
from sklearn.metrics import roc\_curve, roc\_auc\_score  
from sklearn.svm import SVC, NuSVC, LinearSVC, OneClassSVM, SVR, NuSVR, LinearSVR  
from sklearn.tree import DecisionTreeClassifier, DecisionTreeRegressor, export\_graphviz  
from sklearn.ensemble import RandomForestClassifier, RandomForestRegressor  
from sklearn.ensemble import ExtraTreesClassifier, ExtraTreesRegressor  
from sklearn.ensemble import GradientBoostingClassifier, GradientBoostingRegressor  
from gmdhpy import gmdh  
import datetime  
import time  
%matplotlib inline   
sns.set(style="ticks")

# Отрисовка ROC-кривой  
def draw\_roc\_curve(y\_true, y\_score, pos\_label=1, average='micro'):  
 fpr, tpr, thresholds = roc\_curve(y\_true, y\_score,   
 pos\_label=pos\_label)  
 roc\_auc\_value = roc\_auc\_score(y\_true, y\_score, average=average)  
 plt.figure()  
 lw = 2  
 plt.plot(fpr, tpr, color='darkorange',  
 lw=lw, label='ROC curve (area = %0.2f)' % roc\_auc\_value)  
 plt.plot([0, 1], [0, 1], color='navy', lw=lw, linestyle='--')  
 plt.xlim([0.0, 1.0])  
 plt.ylim([0.0, 1.05])  
 plt.xlabel('False Positive Rate')  
 plt.ylabel('True Positive Rate')  
 plt.title('Receiver operating characteristic')  
 plt.legend(loc="lower right")  
 plt.show()

### Загрузка данных

Загрузим файлы датасета в помощью библиотеки Pandas.

Не смотря на то, что файлы имеют расширение txt они представляют собой данные в формате CSV (<https://ru.wikipedia.org/wiki/CSV>). Часто в файлах такого формата в качестве разделителей используются символы ",", ";" или табуляция. Поэтому вызывая метод read\_csv всегда стоит явно указывать разделитель данных с помощью параметра sep. Чтобы узнать какой разделитель используется в файле его рекомендуется предварительно посмотреть в любом текстовом редакторе.

data = pd.read\_csv('AirQualityUCI.csv', sep=";")

## 2) Проведение разведочного анализа данных. Построение графиков, необходимых для понимания структуры данных. Анализ и заполнение пропусков в данных.

#### Основные характеристики датасетов

# Первые 5 строк датасета  
data.head()

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Date | Time | CO(GT) | PT08.S1(CO) | NMHC(GT) | C6H6(GT) | PT08.S2(NMHC) | NOx(GT) | PT08.S3(NOx) | NO2(GT) | PT08.S4(NO2) | PT08.S5(O3) | T | RH | AH | Unnamed: 15 | Unnamed: 16 |
| 0 | 10/03/2004 | 18.00.00 | 2,6 | 1360.0 | 150.0 | 11,9 | 1046.0 | 166.0 | 1056.0 | 113.0 | 1692.0 | 1268.0 | 13,6 | 48,9 | 0,7578 | NaN | NaN |
| 1 | 10/03/2004 | 19.00.00 | 2 | 1292.0 | 112.0 | 9,4 | 955.0 | 103.0 | 1174.0 | 92.0 | 1559.0 | 972.0 | 13,3 | 47,7 | 0,7255 | NaN | NaN |
| 2 | 10/03/2004 | 20.00.00 | 2,2 | 1402.0 | 88.0 | 9,0 | 939.0 | 131.0 | 1140.0 | 114.0 | 1555.0 | 1074.0 | 11,9 | 54,0 | 0,7502 | NaN | NaN |
| 3 | 10/03/2004 | 21.00.00 | 2,2 | 1376.0 | 80.0 | 9,2 | 948.0 | 172.0 | 1092.0 | 122.0 | 1584.0 | 1203.0 | 11,0 | 60,0 | 0,7867 | NaN | NaN |
| 4 | 10/03/2004 | 22.00.00 | 1,6 | 1272.0 | 51.0 | 6,5 | 836.0 | 131.0 | 1205.0 | 116.0 | 1490.0 | 1110.0 | 11,2 | 59,6 | 0,7888 | NaN | NaN |

# Проверим наличие пустых значений  
data.isnull().sum()

Date 114  
Time 114  
CO(GT) 114  
PT08.S1(CO) 114  
NMHC(GT) 114  
C6H6(GT) 114  
PT08.S2(NMHC) 114  
NOx(GT) 114  
PT08.S3(NOx) 114  
NO2(GT) 114  
PT08.S4(NO2) 114  
PT08.S5(O3) 114  
T 114  
RH 114  
AH 114  
Unnamed: 15 9471  
Unnamed: 16 9471  
dtype: int64

# Обработаем данные  
data = data.drop(columns=['Unnamed: 15', 'Unnamed: 16'])  
data = data.dropna(how='any', axis=0)   
data = data.drop(data[(data == -200).sum(axis=1) > 0].index)  
data['Date'] = data['Date'].apply(lambda it: datetime.datetime.strptime(it, '%d/%m/%Y'))  
data['Time'] = data['Time'].apply(lambda it: datetime.datetime.strptime(it, '%H.%M.%S'))  
data['CO(GT)'] = data['CO(GT)'].apply(lambda it: float(it.replace(',', '.')))  
data['C6H6(GT)'] = data['C6H6(GT)'].apply(lambda it: float(it.replace(',', '.')))  
data['T'] = data['T'].apply(lambda it: float(it.replace(',', '.')))  
data['RH'] = data['RH'].apply(lambda it: float(it.replace(',', '.')))  
data['AH'] = data['AH'].apply(lambda it: float(it.replace(',', '.')))

data.head()

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Date | Time | CO(GT) | PT08.S1(CO) | NMHC(GT) | C6H6(GT) | PT08.S2(NMHC) | NOx(GT) | PT08.S3(NOx) | NO2(GT) | PT08.S4(NO2) | PT08.S5(O3) | T | RH | AH |
| 0 | 2004-03-10 | 1900-01-01 18:00:00 | 2.6 | 1360.0 | 150.0 | 11.9 | 1046.0 | 166.0 | 1056.0 | 113.0 | 1692.0 | 1268.0 | 13.6 | 48.9 | 0.7578 |
| 1 | 2004-03-10 | 1900-01-01 19:00:00 | 2.0 | 1292.0 | 112.0 | 9.4 | 955.0 | 103.0 | 1174.0 | 92.0 | 1559.0 | 972.0 | 13.3 | 47.7 | 0.7255 |
| 2 | 2004-03-10 | 1900-01-01 20:00:00 | 2.2 | 1402.0 | 88.0 | 9.0 | 939.0 | 131.0 | 1140.0 | 114.0 | 1555.0 | 1074.0 | 11.9 | 54.0 | 0.7502 |
| 3 | 2004-03-10 | 1900-01-01 21:00:00 | 2.2 | 1376.0 | 80.0 | 9.2 | 948.0 | 172.0 | 1092.0 | 122.0 | 1584.0 | 1203.0 | 11.0 | 60.0 | 0.7867 |
| 4 | 2004-03-10 | 1900-01-01 22:00:00 | 1.6 | 1272.0 | 51.0 | 6.5 | 836.0 | 131.0 | 1205.0 | 116.0 | 1490.0 | 1110.0 | 11.2 | 59.6 | 0.7888 |

# Размер обучающего датасета  
data.shape

(851, 15)

# Список колонок  
data.columns

Index(['Date', 'Time', 'CO(GT)', 'PT08.S1(CO)', 'NMHC(GT)', 'C6H6(GT)',  
 'PT08.S2(NMHC)', 'NOx(GT)', 'PT08.S3(NOx)', 'NO2(GT)', 'PT08.S4(NO2)',  
 'PT08.S5(O3)', 'T', 'RH', 'AH'],  
 dtype='object')

# Список колонок с типами данных   
data.dtypes

Date datetime64[ns]  
Time datetime64[ns]  
CO(GT) float64  
PT08.S1(CO) float64  
NMHC(GT) float64  
C6H6(GT) float64  
PT08.S2(NMHC) float64  
NOx(GT) float64  
PT08.S3(NOx) float64  
NO2(GT) float64  
PT08.S4(NO2) float64  
PT08.S5(O3) float64  
T float64  
RH float64  
AH float64  
dtype: object

# Проверим наличие пустых значений  
data.isnull().sum()

Date 0  
Time 0  
CO(GT) 0  
PT08.S1(CO) 0  
NMHC(GT) 0  
C6H6(GT) 0  
PT08.S2(NMHC) 0  
NOx(GT) 0  
PT08.S3(NOx) 0  
NO2(GT) 0  
PT08.S4(NO2) 0  
PT08.S5(O3) 0  
T 0  
RH 0  
AH 0  
dtype: int64

#### Вывод. Представленный набор данных содержит пропуски. Удаляем строки с пропусками.

Построим некоторые графики для понимания структуры данных.

# Парные диаграммы  
sns.pairplot(data)

<seaborn.axisgrid.PairGrid at 0x110d79610>

num\_cols = ['CO(GT)', 'PT08.S1(CO)', 'NMHC(GT)', 'C6H6(GT)', 'PT08.S2(NMHC)', 'NOx(GT)', 'PT08.S3(NOx)', 'NO2(GT)', 'PT08.S4(NO2)', 'PT08.S5(O3)', 'T', 'RH', 'AH']

# Скрипичные диаграммы для числовых колонок  
for col in num\_cols:  
 sns.violinplot(x=data[col])  
 plt.show()

/usr/local/lib/python3.7/site-packages/scipy/stats/stats.py:1713: FutureWarning: Using a non-tuple sequence for multidimensional indexing is deprecated; use `arr[tuple(seq)]` instead of `arr[seq]`. In the future this will be interpreted as an array index, `arr[np.array(seq)]`, which will result either in an error or a different result.  
 return np.add.reduce(sorted[indexer] \* weights, axis=axis) / sumval

## 3) Выбор признаков, подходящих для построения моделей. Кодирование категориальных признаков. Масштабирование данных. Формирование вспомогательных признаков, улучшающих качество моделей.

data.dtypes

Date datetime64[ns]  
Time datetime64[ns]  
CO(GT) float64  
PT08.S1(CO) float64  
NMHC(GT) float64  
C6H6(GT) float64  
PT08.S2(NMHC) float64  
NOx(GT) float64  
PT08.S3(NOx) float64  
NO2(GT) float64  
PT08.S4(NO2) float64  
PT08.S5(O3) float64  
T float64  
RH float64  
AH float64  
dtype: object

Для построения моделей будем использовать все признаки кроме признаков date time, потому что мы не рассматриваем наши данные как временной ряд.

Категориальные признаки отсутствуют, их кодирования не требуется.

Вспомогательные признаки для улучшения качества моделей в данном примере мы строить не будем.

data.head()

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Date | Time | CO(GT) | PT08.S1(CO) | NMHC(GT) | C6H6(GT) | PT08.S2(NMHC) | NOx(GT) | PT08.S3(NOx) | NO2(GT) | PT08.S4(NO2) | PT08.S5(O3) | T | RH | AH |
| 0 | 2004-03-10 | 1900-01-01 18:00:00 | 2.6 | 1360.0 | 150.0 | 11.9 | 1046.0 | 166.0 | 1056.0 | 113.0 | 1692.0 | 1268.0 | 13.6 | 48.9 | 0.7578 |
| 1 | 2004-03-10 | 1900-01-01 19:00:00 | 2.0 | 1292.0 | 112.0 | 9.4 | 955.0 | 103.0 | 1174.0 | 92.0 | 1559.0 | 972.0 | 13.3 | 47.7 | 0.7255 |
| 2 | 2004-03-10 | 1900-01-01 20:00:00 | 2.2 | 1402.0 | 88.0 | 9.0 | 939.0 | 131.0 | 1140.0 | 114.0 | 1555.0 | 1074.0 | 11.9 | 54.0 | 0.7502 |
| 3 | 2004-03-10 | 1900-01-01 21:00:00 | 2.2 | 1376.0 | 80.0 | 9.2 | 948.0 | 172.0 | 1092.0 | 122.0 | 1584.0 | 1203.0 | 11.0 | 60.0 | 0.7867 |
| 4 | 2004-03-10 | 1900-01-01 22:00:00 | 1.6 | 1272.0 | 51.0 | 6.5 | 836.0 | 131.0 | 1205.0 | 116.0 | 1490.0 | 1110.0 | 11.2 | 59.6 | 0.7888 |

# Числовые колонки для масштабирования  
scale\_cols = num\_cols

sc1 = MinMaxScaler()  
sc1\_data = sc1.fit\_transform(data[scale\_cols])

# Добавим масштабированные данные в набор данных  
for i in range(len(scale\_cols)):  
 col = scale\_cols[i]  
 new\_col\_name = col + '\_scaled'  
 data[new\_col\_name] = sc1\_data[:,i]

data.head()

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | Date | Time | CO(GT) | PT08.S1(CO) | NMHC(GT) | C6H6(GT) | PT08.S2(NMHC) | NOx(GT) | PT08.S3(NOx) | NO2(GT) | ... | C6H6(GT)\_scaled | PT08.S2(NMHC)\_scaled | NOx(GT)\_scaled | PT08.S3(NOx)\_scaled | NO2(GT)\_scaled | PT08.S4(NO2)\_scaled | PT08.S5(O3)\_scaled | T\_scaled | RH\_scaled | AH\_scaled |
| 0 | 2004-03-10 | 1900-01-01 18:00:00 | 2.6 | 1360.0 | 150.0 | 11.9 | 1046.0 | 166.0 | 1056.0 | 113.0 | ... | 0.294574 | 0.457887 | 0.333333 | 0.403664 | 0.536313 | 0.427494 | 0.479485 | 0.313808 | 0.497804 | 0.328285 |
| 1 | 2004-03-10 | 1900-01-01 19:00:00 | 2.0 | 1292.0 | 112.0 | 9.4 | 955.0 | 103.0 | 1174.0 | 92.0 | ... | 0.229974 | 0.388208 | 0.198718 | 0.483718 | 0.418994 | 0.350348 | 0.338263 | 0.301255 | 0.480234 | 0.298458 |
| 2 | 2004-03-10 | 1900-01-01 20:00:00 | 2.2 | 1402.0 | 88.0 | 9.0 | 939.0 | 131.0 | 1140.0 | 114.0 | ... | 0.219638 | 0.375957 | 0.258547 | 0.460651 | 0.541899 | 0.348028 | 0.386927 | 0.242678 | 0.572474 | 0.321267 |
| 3 | 2004-03-10 | 1900-01-01 21:00:00 | 2.2 | 1376.0 | 80.0 | 9.2 | 948.0 | 172.0 | 1092.0 | 122.0 | ... | 0.224806 | 0.382848 | 0.346154 | 0.428087 | 0.586592 | 0.364849 | 0.448473 | 0.205021 | 0.660322 | 0.354973 |
| 4 | 2004-03-10 | 1900-01-01 22:00:00 | 1.6 | 1272.0 | 51.0 | 6.5 | 836.0 | 131.0 | 1205.0 | 116.0 | ... | 0.155039 | 0.297090 | 0.258547 | 0.504749 | 0.553073 | 0.310325 | 0.404103 | 0.213389 | 0.654466 | 0.356912 |

5 rows × 28 columns

# Проверим, что масштабирование не повлияло на распределение данных  
for col in scale\_cols:  
 col\_scaled = col + '\_scaled'  
  
 fig, ax = plt.subplots(1, 2, figsize=(8,3))  
 ax[0].hist(data[col], 50)  
 ax[1].hist(data[col\_scaled], 50)  
 ax[0].title.set\_text(col)  
 ax[1].title.set\_text(col\_scaled)  
 plt.show()

![Изображение выглядит как снимок экрана

Автоматически созданное описание](data:image/png;base64;base64,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)

## 4) Проведение корреляционного анализа данных. Формирование промежуточных выводов о возможности построения моделей машинного обучения.

Целевой признак регрессии - поле AH.

# Воспользуемся наличием тестовых выборок,   
# включив их в корреляционную матрицу  
corr\_cols\_1 = scale\_cols  
corr\_cols\_1

['CO(GT)',  
 'PT08.S1(CO)',  
 'NMHC(GT)',  
 'C6H6(GT)',  
 'PT08.S2(NMHC)',  
 'NOx(GT)',  
 'PT08.S3(NOx)',  
 'NO2(GT)',  
 'PT08.S4(NO2)',  
 'PT08.S5(O3)',  
 'T',  
 'RH',  
 'AH']

scale\_cols\_postfix = [x+'\_scaled' for x in scale\_cols]  
corr\_cols\_2 = scale\_cols\_postfix  
corr\_cols\_2

['CO(GT)\_scaled',  
 'PT08.S1(CO)\_scaled',  
 'NMHC(GT)\_scaled',  
 'C6H6(GT)\_scaled',  
 'PT08.S2(NMHC)\_scaled',  
 'NOx(GT)\_scaled',  
 'PT08.S3(NOx)\_scaled',  
 'NO2(GT)\_scaled',  
 'PT08.S4(NO2)\_scaled',  
 'PT08.S5(O3)\_scaled',  
 'T\_scaled',  
 'RH\_scaled',  
 'AH\_scaled']

fig, ax = plt.subplots(figsize=(10,5))  
sns.heatmap(data[corr\_cols\_1].corr(), annot=True, fmt='.2f')

<matplotlib.axes.\_subplots.AxesSubplot at 0x11a19c510>

fig, ax = plt.subplots(figsize=(10,5))  
sns.heatmap(data[corr\_cols\_2].corr(), annot=True, fmt='.2f')

<matplotlib.axes.\_subplots.AxesSubplot at 0x11a311f90>

На основе корреляционной матрицы можно сделать следующие выводы:

* Корреляционные матрицы для исходных и масштабированных данных совпадают.
* Целевой признак регрессии "AH" наиболее сильно коррелирует с PT08.S1(CO), PT08.S3(NOx), PT08.S4(NO2), PT08.S5(O3), RH. Эти признаки обязательно следует оставить в модели классификации.
* Большие по модулю значения коэффициентов корреляции свидетельствуют о значимой корреляции между исходными признаками и целевым признаком. На основании корреляционной матрицы можно сделать вывод о том, что данные позволяют построить модель машинного обучения.

## 5) Выбор метрик для последующей оценки качества моделей.

### 5.1) В качестве метрик для решения задачи классификации будем использовать:

Метрики, формируемые на основе матрицы ошибок:

#### 1. Метрика precision:

Можно переводить как точность, но такой перевод совпадает с переводом метрики "accuracy".

Доля верно предсказанных классификатором положительных объектов, из всех объектов, которые классификатор верно или неверно определил как положительные.

Используется функция [precision\_score.](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.precision_score.html#sklearn.metrics.precision_score)

#### 2. Метрика recall (полнота):

Доля верно предсказанных классификатором положительных объектов, из всех действительно положительных объектов.

Используется функция [recall\_score.](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.recall_score.html#sklearn.metrics.recall_score)

#### 3. Метрика -мера

Для того, чтобы объединить precision и recall в единую метрику используется -мера, которая вычисляется как среднее гармоническое от precision и recall:

где определяет вес точности в метрике.

На практике чаще всего используют вариант F1-меры (которую часто называют F-мерой) при :

Для вычисления используется функция [f1\_score.](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.f1_score.html#sklearn.metrics.f1_score)

#### 4. Метрика ROC AUC

Основана на вычислении следующих характеристик:

- True Positive Rate, откладывается по оси ординат. Совпадает с recall.

- False Positive Rate, откладывается по оси абсцисс. Показывает какую долю из объектов отрицательного класса алгоритм предсказал неверно.

Идеальная ROC-кривая проходит через точки (0,0)-(0,1)-(1,1), то есть через верхний левый угол графика.

Чем сильнее отклоняется кривая от верхнего левого угла графика, тем хуже качество классификации.

В качестве количественной метрики используется площадь под кривой - ROC AUC (Area Under the Receiver Operating Characteristic Curve). Чем ниже проходит кривая тем меньше ее площадь и тем хуже качество классификатора.

Для получения ROC AUC используется функция [roc\_auc\_score.](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.roc_auc_score.html#sklearn.metrics.roc_auc_score)

### 5.2) В качестве метрик для решения задачи регрессии будем использовать:

#### 1. [Mean absolute error](https://en.wikipedia.org/wiki/Mean_absolute_error) - средняя абсолютная ошибка

$MAE(y,\hat{y}) = \frac{1}{N} \cdot \sum\limits\_{i=1}^N \lvert y\_i - \hat{y\_i} \rvert $

где:

* - истинное значение целевого признака
* - предсказанное значение целевого признака
* - размер тестовой выборки

Чем ближе значение к нулю, тем лучше качество регрессии.

Основная проблема метрики состоит в том, что она не нормирована.

Вычисляется с помощью функции [mean\_absolute\_error.](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.mean_absolute_error.html#sklearn.metrics.mean_absolute_error)

#### 2. [Mean squared error](https://en.wikipedia.org/wiki/Mean_squared_error) - средняя квадратичная ошибка

$MSE(y,\hat{y}) = \frac{1}{N} \cdot \sum\limits\_{i=1}^N ( y\_i - \hat{y\_i} )^2 $

где:

* - истинное значение целевого признака
* - предсказанное значение целевого признака
* - размер тестовой выборки

Вычисляется с помощью функции [mean\_squared\_error.](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.mean_squared_error.html#sklearn.metrics.mean_squared_error)

#### 3. [Метрика или коэффициент детерминации](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D1%8D%D1%84%D1%84%D0%B8%D1%86%D0%B8%D0%B5%D0%BD%D1%82_%D0%B4%D0%B5%D1%82%D0%B5%D1%80%D0%BC%D0%B8%D0%BD%D0%B0%D1%86%D0%B8%D0%B8)

$R^2(y,\hat{y}) = 1 - \frac{\sum\limits\_{i=1}^N ( y\_i - \hat{y\_i} )^2}{\sum\limits\_{i=1}^N ( y\_i - \overline{y\_i} )^2} $

где:

* - истинное значение целевого признака
* - предсказанное значение целевого признака
* - размер тестовой выборки
* $\overline{y\_i} = \frac{1}{N} \cdot \sum\limits\_{i=1}^N y\_i $

Вычисляется с помощью функции [r2\_score.](https://scikit-learn.org/stable/modules/generated/sklearn.metrics.r2_score.html#sklearn.metrics.r2_score)

#### 5.3) Сохранение и визуализация метрик

Разработаем класс, который позволит сохранять метрики качества построенных моделей и реализует визуализацию метрик качества.

class MetricLogger:  
   
 def \_\_init\_\_(self):  
 self.df = pd.DataFrame(  
 {'metric': pd.Series([], dtype='str'),  
 'alg': pd.Series([], dtype='str'),  
 'value': pd.Series([], dtype='float')})  
  
 def add(self, metric, alg, value):  
 """  
 Добавление значения  
 """  
 # Удаление значения если оно уже было ранее добавлено  
 self.df.drop(self.df[(self.df['metric']==metric)&(self.df['alg']==alg)].index, inplace = True)  
 # Добавление нового значения  
 temp = [{'metric':metric, 'alg':alg, 'value':value}]  
 self.df = self.df.append(temp, ignore\_index=True)  
  
 def get\_data\_for\_metric(self, metric, ascending=True):  
 """  
 Формирование данных с фильтром по метрике  
 """  
 temp\_data = self.df[self.df['metric']==metric]  
 temp\_data\_2 = temp\_data.sort\_values(by='value', ascending=ascending)  
 return temp\_data\_2['alg'].values, temp\_data\_2['value'].values  
   
 def plot(self, str\_header, metric, ascending=True, figsize=(5, 5)):  
 """  
 Вывод графика  
 """  
 array\_labels, array\_metric = self.get\_data\_for\_metric(metric, ascending)  
 fig, ax1 = plt.subplots(figsize=figsize)  
 pos = np.arange(len(array\_metric))  
 rects = ax1.barh(pos, array\_metric,  
 align='center',  
 height=0.5,   
 tick\_label=array\_labels)  
 ax1.set\_title(str\_header)  
 for a,b in zip(pos, array\_metric):  
 plt.text(0.5, a-0.05, str(round(b,3)), color='white')  
 plt.show()

## 6) Выбор наиболее подходящих моделей для решения задачи регрессии.

Для задачи регрессии будем использовать следующие модели:

* Линейная регрессия
* Метод ближайших соседей
* Машина опорных векторов
* Решающее дерево
* Случайный лес
* Градиентный бустинг

## 7) Формирование обучающей и тестовой выборок на основе исходного набора данных.

# На основе масштабированных данных выделим   
# обучающую и тестовую выборки с помощью фильтра  
train\_data\_all, test\_data\_all = train\_test\_split(data, test\_size=0.25, random\_state=1)  
train\_data\_all.shape, test\_data\_all.shape

((638, 28), (213, 28))

# Признаки для задачи регресии  
task\_regr\_cols = ['PT08.S1(CO)\_scaled', 'PT08.S3(NOx)\_scaled', 'PT08.S4(NO2)\_scaled', 'PT08.S5(O3)\_scaled', 'RH\_scaled']

# Выборки для задачи регресии  
regr\_X\_train = train\_data\_all[task\_regr\_cols]  
regr\_X\_test = test\_data\_all[task\_regr\_cols]  
regr\_Y\_train = train\_data\_all['AH']  
regr\_Y\_test = test\_data\_all['AH']  
regr\_X\_train.shape, regr\_X\_test.shape, regr\_Y\_train.shape, regr\_Y\_test.shape

((638, 5), (213, 5), (638,), (213,))

## 8) Построение базового решения (baseline) для выбранных моделей без подбора гиперпараметров. Производится обучение моделей на основе обучающей выборки и оценка качества моделей на основе тестовой выборки.

### 8.1) Решение задачи регрессии

# Модели  
regr\_models = {'LR': LinearRegression(),   
 'KNN\_5':KNeighborsRegressor(n\_neighbors=5),  
 'SVR':SVR(),  
 'Tree':DecisionTreeRegressor(),  
 'RF':RandomForestRegressor(),  
 'GB':GradientBoostingRegressor()}

# Сохранение метрик  
regrMetricLogger = MetricLogger()

def regr\_train\_model(model\_name, model, regrMetricLogger):  
 model.fit(regr\_X\_train, regr\_Y\_train)  
 Y\_pred = model.predict(regr\_X\_test)  
   
 mae = mean\_absolute\_error(regr\_Y\_test, Y\_pred)  
 mse = mean\_squared\_error(regr\_Y\_test, Y\_pred)  
 r2 = r2\_score(regr\_Y\_test, Y\_pred)  
  
 regrMetricLogger.add('MAE', model\_name, mae)  
 regrMetricLogger.add('MSE', model\_name, mse)  
 regrMetricLogger.add('R2', model\_name, r2)   
   
 print('\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*')  
 print(model)  
 print()  
 print('MAE={}, MSE={}, R2={}'.format(  
 round(mae, 3), round(mse, 3), round(r2, 3)))  
 print('\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*')

for model\_name, model in regr\_models.items():  
 regr\_train\_model(model\_name, model, regrMetricLogger)

/usr/local/lib/python3.7/site-packages/sklearn/linear\_model/\_base.py:547: RuntimeWarning: internal gelsd driver lwork query error, required iwork dimension not returned. This is likely the result of LAPACK bug 0038, fixed in LAPACK 3.2.2 (released July 21, 2010). Falling back to 'gelss' driver.  
 linalg.lstsq(X, y)

## 9) Подбор гиперпараметров для выбранных моделей. Рекомендуется использовать методы кросс-валидации. В зависимости от используемой библиотеки можно применять функцию GridSearchCV, использовать перебор параметров в цикле, или использовать другие методы.

### 9.1) Пример для задачи регрессии

n\_range = np.array(range(1,500,50))  
tuned\_parameters = [{'n\_neighbors': n\_range}]  
tuned\_parameters

[{'n\_neighbors': array([ 1, 51, 101, 151, 201, 251, 301, 351, 401, 451])}]

%%time  
regr\_gs = GridSearchCV(KNeighborsRegressor(), tuned\_parameters, cv=5, scoring='neg\_mean\_squared\_error')  
regr\_gs.fit(regr\_X\_train, regr\_Y\_train)

CPU times: user 425 ms, sys: 21.3 ms, total: 446 ms  
Wall time: 312 ms

# Лучшая модель  
regr\_gs.best\_estimator\_

KNeighborsRegressor(n\_neighbors=51)

# Лучшее значение параметров  
regr\_gs.best\_params\_

{'n\_neighbors': 51}

# Изменение качества на тестовой выборке в зависимости от К-соседей  
plt.plot(n\_range, regr\_gs.cv\_results\_['mean\_test\_score'])

[<matplotlib.lines.Line2D at 0x11aabc650>]

## 10) Повторение пункта 8 для найденных оптимальных значений гиперпараметров. Сравнение качества полученных моделей с качеством baseline-моделей.

### 10.1) Решение задачи регрессии

regr\_models\_grid = {'KNN\_801':regr\_gs.best\_estimator\_}

for model\_name, model in regr\_models\_grid.items():  
 regr\_train\_model(model\_name, model, regrMetricLogger)

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  
KNeighborsRegressor(n\_neighbors=51)  
  
MAE=0.108, MSE=0.021, R2=0.448  
\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

## 11) Формирование выводов о качестве построенных моделей на основе выбранных метрик. Результаты сравнения качества рекомендуется отобразить в виде графиков и сделать выводы в форме текстового описания. Рекомендуется построение графиков обучения и валидации, влияния значений гиперпарметров на качество моделей и т.д.

### 11.1) Решение задачи регрессии

# Метрики качества модели  
regr\_metrics = regrMetricLogger.df['metric'].unique()  
regr\_metrics

array(['MAE', 'MSE', 'R2'], dtype=object)

regrMetricLogger.plot('Метрика: ' + 'MAE', 'MAE', ascending=False, figsize=(7, 6))
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regrMetricLogger.plot('Метрика: ' + 'MSE', 'MSE', ascending=False, figsize=(7, 6))
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regrMetricLogger.plot('Метрика: ' + 'R2', 'R2', ascending=True, figsize=(7, 6))
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### Вывод: лучшей оказалась модель на основе метода опорных векторов.

**ЗАКЛЮЧЕНИЕ**

В данном курсовом проекте мы выполнили типовую задачу машинного обучения. Провели анализ данных, провели некоторые операции с датасетом, подобрали модели, а также подобрали наиболее подходящие гиперпараметры.

В нашем случае регрессия на основе метода опорных векторов показала лучшие результаты.

В данном проекте были закреплены все знания, полученные в данном курсе.
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