##### A Separate Three-dimensional Convolution Neural Network Architecture for Three-dimensional Medical Image Segmentation
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In order to exploit three-dimensional (3D) context information to improve 3D medical image segmentation, we propose a separate 3D convolution neural network (CNN) architecture. First, a two-dimensional (2D) CNN is utilized to extract 2D features of each slice in the ![](data:image/x-wmf;base64,183GmgAAAAAAAOABoAECCQAAAABTXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgAeABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAACgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAHQ0KSgQAAAAtAQAACAAAADIKAAFMAAIAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAE8AAAAAM+5u//4HAABAAAAAAAAAAC8SCk8EAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) plane of 3D medical images. Second, one-dimensional (1D) features reassembled from the 2D features in the ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAyBMKyAQAAAAtAQAACAAAADIKAAFMAAEAAAB6+QoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHwAAAAAM+5u//4HAABAAAAAAAAAAB0NCnwEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis are inputted to a 1D-CNN and then are classified feature-wise. The analysis shows that the separate 3D-CNN has lower time complexity, fewer parameters and less memory space requirements than the other 3D-CNN with a similar structure. As an example, we extend the deep convolutional encoder-decoder architecture (SegNet) to the separate 3D-SegNet for brain tumor image segmentation. We also propose a method based on priority queues and the dice loss function to tackle the severe class imbalance for medical image segmentation. Experimental results show: (1) the separate 3D-SegNet extended from the 2D-SegNet can improve brain tumor image segmentation, (2) the proposed imbalance tackling method can speed up the training convergence and reduce the negative impact of the imbalance, (3) the separate 3D-SegNet with the proposed imbalance tackling method offers comparable performance with the existing state-of-the-art 3D-CNNs and experts for brain tumor image segmentation.
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## 1 Introduction

Mdical image segmentation provides valuable information for medical diagnosis and is very important for planning treatment strategies, monitoring disease progression and predicting patient outcome [9]. In the last decade, many automatic segmentation methods have been proposed. Some of them use hand-designed features, such as local histograms, Gabor, and dense scale invariant feature transform descriptors (SIFT). These features are extracted first and then given to a classifier, such as support vector machine (SVM) and random decision forest, whose training procedure does not change the features [6]. Many methods also utilize conditional random field (CRF) for post-processing to refine the automatic segmentation results [10].

In recent years, deep convolution neural networks (CNN), which have shown powerful ability to learn hierarchy task-adapted features from in-domain data, have seen huge success in image classification [11, 19, 21], object detection and image semantic segmentation [17, 15, 3]. Shelhamer et al. proposed fully convolutional networks for semantic segmentation (FCN) [17]. Badrinarayanan et al. presented a deep convolutional encoder-decoder architecture for scene segmentation (SegNet) with a symmetrical encoder-decoder architecture [3]. Ronneberger et al. presented convolutional networks for biomedical image segmentation (U-Net) [16]. These networks are trained end-to-end and pixel-to-pixel. CNNs are also utilized to segment brain tumor image. Havaei et al. proposed two path and cascade CNN architectures for brain tumor image segmentation [6]. Recently, Wang et al. proposed three networks to hierarchically segment the whole tumor (WNet), tumor core (TNet) and enhanced tumor core (ENet) sequentially [22]. However, these methods based on two-dimensional (2D) CNN, which only extract the features in a slice, ignore the context information among adjacent slices, which can obviously be utilized to improve the performance. Fortunately, some three-dimensional (3D) CNN architectures are proposed to take advantage of 3D context information. Kamnitsas et al. proposed a 3D-CNN with a dual pathway and 11 layers [9] for brain tumor and ischemic stroke lesion image segmentation. Milletari et al. proposed fully convolutional neural networks with five compression and decompression paths and ![](data:image/x-wmf;base64,183GmgAAAAAAAGAIwAEBCQAAAACwVwEACQAAA+oAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAWAIBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gCAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA2hMKsgQAAAAtAQAACAAAADIKYAGsBgIAAAA2NAkAAAAyCmABTAMDAAAAMTI4AAkAAAAyCmABEAADAAAAMTI4ABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAhAAAAADPubv/+BwAAQAAAAAAAAAAxFwohBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABqgUBAAAAtAAIAAAAMgpgAW4CAQAAALQACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0As/////8z7m7//gcAAEAAAAAAAAAA2hMKswQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==) pixel patch for volumetric prostate image segmentation (V-Net) [14]. Li et al. proposed a 3D-CNN with 7 convolution layers, 12 dilated convolution (atrous convolution) layers, and ![](data:image/x-wmf;base64,183GmgAAAAAAACAHwAECCQAAAADzWAEACQAAA+gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAASAHBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA+A8KAQQAAAAtAQAACAAAADIKYAFuBQIAAAA5NggAAAAyCmABzgICAAAAOTYIAAAAMgpgAS4AAgAAADk2HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAFMAAAAAM+5u//4HAABAAAAAAAAAADEXClMEAAAALQEBAAQAAADwAQAACAAAADIKYAFyBAEAAAC0AAgAAAAyCmAB0gEBAAAAtAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQACAAAAADPubv/+BwAAQAAAAAAAAAD4DwoCBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) pixel patch for granular image segmentation.

As a result of the enormous volume of 3D medical images and limited GPU memory, it is difficult to directly extend the advanced 2D-CNN image segmentation methods, such as FCN and SegNet, to three dimensions to exploit the 3D context for 3D medical image segmentation. We propose a separate 3D-CNN (S3D-CNN) by applying a combination of a 2D-CNN with a one-dimensional (1D) CNN to cope with the problem. The 2D-CNN is utilized to capture the 2D context features, and the 1D-CNN is applied to extract the context features among the slices along the ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAEw8KMgQAAAAtAQAACAAAADIKAAFMAAEAAAB6MwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIf/////M+5u//4HAABAAAAAAAAAADEXCocEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis. As an example, we extend 2D-SegNet to the separate 3D-SegNet (S3D-SegNet) for brain tumor image segmentation.

One of the challenges of medical image segmentation is the severe class imbalance. The methods based on deep learning also cannot escape from the negative impact of the class imbalance [8]. Resampling, which balances the class by undersampling the majority class or oversampling the minority class [8, 7], is utilized by some methods based on patch such as DeepMedic to reduce the negative impact [9]. However, it has limiting effects to our method as well as the other methods, such as FCN, SegNet, and their variants, because they take the whole 2D-images as the inputs. The weighted loss function, which assigns higher misclassification costs to the minority classes than to the majority [8, 18] may be another option. But many pixels belonging to the majority class are encouraged to be classified as the minority to pursue the lowest cost, which may cause a lower dice score. The dice score is an important evaluation measure for the image segmentation. Recently, the dice loss function and its variants are utilized to tackle this issue [14, 20]. Inspired by these methods, we develop an imbalance tackling method based on the priority queue and dice loss function. The priority queue of each tumor class is created to choose an equal number of samples for mini-batch training, which can ensure relative class imbalance. In addition, the dice loss function is also applied to reduce the negative impact further.

The contributions of this paper are four folds: [1)]

1. We propose a separate 3D-CNN scheme for the 3D medical image segmentation by applying a 2D-CNN in the ![](data:image/x-wmf;base64,183GmgAAAAAAAOABoAECCQAAAABTXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgAeABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAACgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAEw8KAgQAAAAtAQAACAAAADIKAAFMAAIAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFkAAAAAM+5u//4HAABAAAAAAAAAALcJClkEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) plane and then a 1D-CNN in the ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA2BMKqwQAAAAtAQAACAAAADIKAAFMAAEAAAB6MwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJH/////M+5u//4HAABAAAAAAAAAAEoUCpEEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis.

2. We present an imbalance tackling method based on the priority queue and dice loss function for the image semantic segmentation.

3. We analyze and compare the time, space, and parameter requirements and receptive fields of S3D-CNN and 3D-CNN with the similar structure.

4. As an example, we extend 2D-SegNet to S3D-SegNet for brain tumor image segmentation.

## 2 Architecture

### 2.1 S3D-CNN Architecture

As being illustrated in Fig. 1, the S3D-CNN contains 2D-CNN and 1D-CNN parts. First, slices in the ![](data:image/x-wmf;base64,183GmgAAAAAAAOABoAECCQAAAABTXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgAeABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAACgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAArhMKaQQAAAAtAQAACAAAADIKAAFMAAIAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPr/////M+5u//4HAABAAAAAAAAAAL4HCvoEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) plane of 3D medical images are fed into the 2D-CNN to extract their 2D features which certainly holds the 2D context information in their receptive field. Second, the 2D features are reassembled into the 1D features in the ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAiQcKJAQAAAAtAQAACAAAADIKAAFMAAEAAAB6MwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtALz/////M+5u//4HAABAAAAAAAAAAL4XCrwEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis. Third, the 1D features are inputted to the 1D-CNN to take advantage of the 3D context and then are classified feature-wise.

Figure 1: An illustration of the separate 3D-CNN architecture

Figure 2: An illustration of the upsampling for 2D-SegNet [3]

Figure 3: An illustration of the 2D-SegNet [3].

Obviously, any 2D-CNN can easily be extended to an S3D-CNN to exploit the 3D context information. As an example, we extend the SegNet (2D-SegNet) [3] to the separate three dimensional SegNet (S3D-SegNet) for brain tumor image segmentation. Different from [3], in this paper, the 2D-SegNet only includes four encoder-decoder layers as being depicted in Fig. 3 and Table 1, considering of the resolution of brain MRI images used in experiments. In Fig. 3, Conv + Batch Normalization + Relu layer (Conv+ for short) in encoder performs convolution with ![](data:image/x-wmf;base64,183GmgAAAAAAAAADwAEDCQAAAADSXAEACQAAA9gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAQADBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAiQcKbQQAAAAtAQAACAAAADIKYAECAgEAAAAzMwgAAAAyCmABLgABAAAAMzMcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAtv////8z7m7//gcAAEAAAAAAAAAA2BMKtgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAQYBAQAAALQACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AbgAAAAAz7m7//gcAAEAAAAAAAAAAiQcKbgQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==) (kernel height and width) kernel, followed by batch normalization and an element-wise Relu (.i.e max(0, x)). Then the ![](data:image/x-wmf;base64,183GmgAAAAAAACADoAEDCQAAAACSXAEACQAAA9gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgASADBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAArhMKywQAAAAtAQAACAAAADIKYAEmAgEAAAAyAwgAAAAyCmABOgABAAAAMgMcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wA6P////8z7m7//gcAAEAAAAAAAAAA2BMK6AQAAAAtAQEABAAAAPABAAAIAAAAMgpgAR4BAQAAALQACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AzP////8z7m7//gcAAEAAAAAAAAAArhMKzAQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==) max-pooling with stride 2 (non-overlapping window) is performed. The resulting outputs contain features subsampled by a factor 2 and max-pooling indices (MaxIndices for short) implying the location of the maximum feature value in each pooling window [3]. Max-pooling pursues a broad context for each feature and MaxIndices are to capture the edge information [3]. Each decoder holds an upsampling layer and 2-3 Conv+ layers. Upsampling fills the output feature maps with its input features at the position implied by the memorized MaxIndices from the corresponding encoder (see Fig. 2). The last decoder layer outputs features containing 64 channels for each slice. The outputs of the softmax are applied to train the network.

Table 1: The Shapes of the Convolution Kernels of 2D-SegNet

To capture the context information across slices, we use 1D-CNN to process the output features of the 2D-CNN along the ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA5xAKtwQAAAAtAQAACAAAADIKAAFMAAEAAAB6MwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAF4AAAAAM+5u//4HAABAAAAAAAAAAHwXCl4EAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis. Inspired by SegNet [3], we provide 1D-SegNet given as Fig. 4 and Table 2. The 1D-SegNet contains three encoder-decoder layers. In Fig. 4, 1D Conv + Batch Normalization + Relu layer (1D Conv+ for short) in an encoder layer performs 1D convolution, followed by batch normalization and Relu. Each encoder has 2-3 1D Conv+ layers and a 1D max-pooling layer which can figure out the features and MaxIndices by the following equations

![](data:image/x-wmf;base64,183GmgAAAAAAAOAQwAIACQAAAAAxTAEACQAAA14CAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAuAQBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gEAAAdwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAcAAAA+wIk/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAov////8z7m7//gcAAEAAAAAAAAAASBQKogQAAAAtAQAACAAAADIKnQHrBQEAAAAoMxwAAAD7AiT94wAAAAAAkAEAAAACBAIAEFN5bWJvbAAXAAAAADPubv/+BwAAQAAAAAAAAABVEwoXBAAAAC0BAQAEAAAA8AEAAAgAAAAyCp0B8w8BAAAAKQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAASBQKowQAAAAtAQAABAAAAPABAQAIAAAAMgqgATcQAQAAACwACAAAADIKoAG3CAEAAAAsAAkAAAAyCqABSAMDAAAAbWF4AAgAAAAyCqABEAIBAAAAPWEcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAVRMKGAQAAAAtAQEABAAAAPABAAAIAAAAMgr0ADULAQAAADFhCAAAADIKAAJvDwEAAAApYQgAAAAyCmkC7A4BAAAAMWEIAAAAMgoAAhsNAgAAADEsCAAAADIKAAKWCwIAAAAoMgkAAAAyCgACJQoDAAAAbWluAAgAAAAyCvQAMwgBAAAAMWkIAAAAMgoAAiMHAQAAADJpHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAKT/////M+5u//4HAABAAAAAAAAAAEgUCqQEAAAALQEAAAQAAADwAQEACAAAADIK9ADGCgEAAAAtaQgAAAAyCmkCfQ4BAAAALWkIAAAAMgoAAqgMAQAAACtpCAAAADIK9ADEBwEAAAAtaRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABVEwoZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAbwoBAAAAbGkIAAAAMgppAiYOAQAAAGxpCAAAADIKAALQDQEAAABzaQgAAAAyCgACWAwBAAAAaWkIAAAAMgr0AG0HAQAAAGxpCAAAADIKAAKcBwEAAABpaQgAAAAyCvQARAEBAAAAbGkIAAAAMgoAAvMAAQAAAGlpHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAEgUCqUEAAAALQEAAAQAAADwAQEACAAAADIKoAFTCQEAAABGaQgAAAAyCqABUQYBAAAARmkIAAAAMgqgAUYAAQAAAFBpCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AGgAAAAAz7m7//gcAAEAAAAAAAAAAVRMKGgQAAAAtAQEABAAAAPABAAAEAAAAJwH//wMAAAAAAA==)
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where ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA9gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAuABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA0xIKfAQAAAAtAQAACAAAADIK9ABEAQEAAABsMwgAAAAyCgAC8wABAAAAaTMcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAdBAKFQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAFAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AfQAAAAAz7m7//gcAAEAAAAAAAAAA0xIKfQQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==) denotes the ![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAqABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAASBQKMgQAAAAtAQAACAAAADIK9ACuAAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAB0EApHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAaQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAzAAAAADPubv/+BwAAQAAAAAAAAABIFAozBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) feature of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAEw8KNwQAAAAtAQAACAAAADIK9AC6AAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABIFApmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA4AAAAADPubv/+BwAAQAAAAAAAAAATDwo4BAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) max-pooling layer, ![](data:image/x-wmf;base64,183GmgAAAAAAAMAC4AEACQAAAAAxXQEACQAAAygBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALgAcACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAgAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAMBQKkwQAAAAtAQAACAAAADIK9AAoAgEAAAAxMxwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbADS/////zPubv/+BwAAQAAAAAAAAADIEwrSBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAuQEBAAAALQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAMBQKlAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AGIBAQAAAGwAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAMgTCtMEAAAALQEBAAQAAADwAQAACAAAADIKoAFGAAEAAABGAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJX/////M+5u//4HAABAAAAAAAAAADAUCpUEAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) indicates the input features, and ![](data:image/x-wmf;base64,183GmgAAAAAAAEACQAIACQAAAAARXgEACQAAAygBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAkACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAuBYK1wQAAAAtAQAACAAAADIK4AGaAQEAAAAxMxwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAFAAAAADPubv/+BwAAQAAAAAAAAADIEwoFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABKwEBAAAALQAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAuBYK2AQAAAAtAQAABAAAAPABAQAIAAAAMgrgAdQAAQAAAGwAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAMgTCgYEAAAALQEBAAQAAADwAQAACAAAADIKgAFAAAEAAABzAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANn/////M+5u//4HAABAAAAAAAAAALgWCtkEAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) denotes its length. Each decoder has 1D upsampling layer, and 2-3 1D-Conv+ (see Fig. 4 ). Upsampling fills the output feature maps with its input features at the position implied by MaxIndices by the following equation
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The outputs of the last decoder (Decoder 1) concatenated with the 1D-features of the input are pushed to a convolution layer with ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFAAIBCQAAAAAQWQEACQAAA6cAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAgAFBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAbxMKogQAAAAtAQAACwAAADIKYAEcAAgAAABbOCw2NCw1XQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGUAAAAAM+5u//4HAABAAAAAAAAAADIQCmUEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) kernel and a softmax layer to classify each pixel independently.

Training procedure contains three stages. First, like [3], the 2D-SegNet is trained end-to-end with 2D slices in the ![](data:image/x-wmf;base64,183GmgAAAAAAAOABoAECCQAAAABTXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgAeABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAACgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAbxMK1AQAAAAtAQAACAAAADIKAAFMAAIAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAN//////M+5u//4HAABAAAAAAAAAAAwDCt8EAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) plane and their corresponding labels in the training dataset. Second, all slices in the training data set are fed to the 2D-SegNet to extract their features. Third, the 1D-SegNet is trained end-to-end with the 1D-features in the ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA+AwKHQQAAAAtAQAACAAAADIKAAFMAAEAAAB6MwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADQAAAAAM+5u//4HAABAAAAAAAAAACMTCjQEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis and their corresponding labels.

Figure 4: An Illustration of the 1D-SegNet

Table 2: The Shapes of the Convolution Kernel of 1D-SegNet

### 2.2 The Analysis of S3D-CNN

For easy comparison, we suppose: (1) the S3D-CNN and the 3D-CNN as a reference have the similar layer structures, (2) the kernel’s height ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAqABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA+AwKTwQAAAAtAQAACAAAADIK4AHtAAEAAABrMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAC4FgqaBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAaAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBQAAAAADPubv/+BwAAQAAAAAAAAAD4DApQBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), width ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAgACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAARxcKOgQAAAAtAQAACAAAADIK4AE1AQEAAABrMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABIFAqzBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAdwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA7AAAAADPubv/+BwAAQAAAAAAAAABHFwo7BAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), and depth ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAASBQKUAQAAAAtAQAACAAAADIK4AERAQEAAABrMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADsFgpYBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBRAAAAADPubv/+BwAAQAAAAAAAAABIFApRBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) of each layer of the S3D-CNN are the same as those of 3D-CNN and they are constant, (3) the height ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAoABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAbxMKywQAAAAtAQAACAAAADIK4AHmAAEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADsFgqKBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAaAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDM/////zPubv/+BwAAQAAAAAAAAABvEwrMBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), width ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA8Q8KDgQAAAAtAQAACAAAADIK4AEuAQEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAA2FAonBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAdwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAPAAAAADPubv/+BwAAQAAAAAAAAADxDwoPBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), and slice number ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAmABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAABBEKdQQAAAAtAQAACAAAADIK4AHUAAEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAMAwqBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAcwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2AAAAADPubv/+BwAAQAAAAAAAAAAEEQp2BAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) of the input data size of each layer of the S3D-CNN are the same as those of the 3D-CNN.

#### 2.2.1 Time Complexity Analysis

The speed of a program is critical in some application. The real running time of training or testing for given data are reported in some works for comparability. But it is unfair to take the real running time as the metric of the algorithm time complexity because many factors such as a version of GPU or CPU, the deep learning frameworks, and even the programmer’s skills can impact the real running time of a program. So I advocate using the number of elementary operations performed by the algorithm as the metric just like the time complexity analysis in computer science.

The time complexity of inference is more important than that of training because the inference process will be executed many times after being trained. Though training needs repeating the forward inference and backpropagation to calculate the gradients many times, given training data, optimization algorithm, and iteration times, the training time can be proportional to the inference time.

Convolution, which is the most computation consuming operations in CNN, has only multiplication and addition operations. The number of multiplications performed by 3D convolution of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAJw8KtAQAAAAtAQAACAAAADIK9AC6AAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAA6Dwo0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC1/////zPubv/+BwAAQAAAAAAAAAAnDwq1BAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) layer is given by
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where ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAoABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAWA4KAAQAAAAtAQAACAAAADIK4AHmAAEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAfEApkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAaAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQABAAAAADPubv/+BwAAQAAAAAAAAABYDgoBBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAARBMK0gQAAAAtAQAACAAAADIK4AEuAQEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAArEwoiBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAdwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDT/////zPubv/+BwAAQAAAAAAAAABEEwrTBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAmABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAMRcK5AQAAAAtAQAACAAAADIK4AHUAAEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAArEwpUBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAcwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDl/////zPubv/+BwAAQAAAAAAAAAAxFwrlBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), and ![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAoABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAvhcKIAQAAAAtAQAACAAAADIK4AH+AAEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAoEwplBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABggABAAAAZgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAhAAAAADPubv/+BwAAQAAAAAAAAAC+FwohBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) denote the height, width, slice number, and channel number of the input data, respectively. ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAqABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA7hIKOAQAAAAtAQAACAAAADIK4AHtAAEAAABrMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAARFgp6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAaAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQA5AAAAADPubv/+BwAAQAAAAAAAAADuEgo5BAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAgACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAMxMKCwQAAAAtAQAACAAAADIK4AE1AQEAAABrMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAARFgqsBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAdwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAMAAAAADPubv/+BwAAQAAAAAAAAAAzEwoMBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), and ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA7xAKKwQAAAAtAQAACAAAADIK4AERAQEAAABrMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAARFgreBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAsAAAAADPubv/+BwAAQAAAAAAAAADvEAosBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) denote the height, width, and depth of the kernel, respectively. ![](data:image/x-wmf;base64,183GmgAAAAAAAMABQAICCQAAAACTXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAMhQKSwQAAAAtAQAACAAAADIK4AEBAQEAAABvMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABBFwoRBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABggABAAAAZgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBMAAAAADPubv/+BwAAQAAAAAAAAAAyFApMBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) denotes the channel number of the output data. In general, ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA2QBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAmAFBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAYRIKoAQAAAAtAQAACAAAADIK4AG6BAEAAAAxMxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAC4FgrTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB9AEBAAAAPQAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAof////8z7m7//gcAAEAAAAAAAAAAYRIKoQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAUcEAQAAACsAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAALgWCtQEAAAALQEBAAQAAADwAQAACAAAADIK4AHwAwEAAABsAAgAAAAyCuABAQEBAAAAbwAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAYRIKogQAAAAtAQAABAAAAPABAQAIAAAAMgqAAXQDAQAAAGYACAAAADIKgAGCAAEAAABmAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANX/////M+5u//4HAABAAAAAAAAAALgWCtUEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=). And the number of the additions is ![](data:image/x-wmf;base64,183GmgAAAAAAAGAIQAIACQAAAAAxVAEACQAAAzwBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAmAIBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gCAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAArhMKnQQAAAAtAQAACAAAADIK4AHDBwEAAABsMwgAAAAyCuABnwYBAAAAbDMIAAAAMgrgAW8FAQAAAGwzCAAAADIK4AEbBAEAAABsMwgAAAAyCuABpwEBAAAAbDMcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAuBYKCQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUcHAQAAAGYACAAAADIKgAHPBQEAAABkAAgAAAAyCoABgQQBAAAAdwAIAAAAMgqAAW8DAQAAAGgACAAAADIKgAFAAAEAAABNABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbACe/////zPubv/+BwAAQAAAAAAAAACuEwqeBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABWwIBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAKAAAAADPubv/+BwAAQAAAAAAAAAC4FgoKBAAAAC0BAQAEAAAA8AEAAAQAAAAnAf//AwAAAAAA).

Batch normalization has multiplication, addition, subtraction, and division operations. The number of multiplications needed by batch normalization is written as

![](data:image/x-wmf;base64,183GmgAAAAAAAKATQAQACQAAAADxSQEACQAAA8oBAAADABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJABKATBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gEwAA+AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAjQLBQAAABMCAALsEBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAACAEgqUBAAAAC0BAQAIAAAAMgq0AbwSAQAAAEMACAAAADIKwAKbEgEAAABsAAgAAAAyCuwDPBABAAAAawAIAAAAMgrsA+cOAQAAAGsACAAAADIK7AOGDQEAAABrAAgAAAAyCuwDAQwBAAAAawAIAAAAMgrAAgMJAQAAAG8ACAAAADIKwALcBwEAAABsAAgAAAAyCsAC4gYBAAAAbAAIAAAAMgrAAo4FAQAAAGwACAAAADIKtAHVAQEAAABCAAgAAAAyCsACpwEBAAAAbAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAsgYKEQQAAAAtAQIABAAAAPABAQAIAAAAMgpgAjQRAQAAAE0ACAAAADIKjAO5DwEAAABmAAgAAAAyCowDEA4BAAAAZAAIAAAAMgqMA5EMAQAAAHcACAAAADIKjANOCwEAAABoAAgAAAAyCmAChAgBAAAAZgAIAAAAMgpgAkgHAQAAAHMACAAAADIKYAL0BQEAAAB3AAgAAAAyCmAC4gQBAAAAaAAIAAAAMgpgAkAAAQAAAE0AHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAIASCpUEAAAALQEBAAQAAADwAQIACAAAADIKbgG2DQEAAAAyAAgAAAAyCmAC9gkBAAAAPQAIAAAAMgpgAhwEAQAAADIACAAAADIKYALkAgEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABIAAAAAM+5u//4HAABAAAAAAAAAALIGChIEAAAALQECAAQAAADwAQEABAAAACcB//8DAAAAAAA=),

and the amount of the additions, subtractions and divisions approach to ![](data:image/x-wmf;base64,183GmgAAAAAAAKACYAICCQAAAADTXgEACQAAA9gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAqACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApAEKKAQAAAAtAQAACAAAADIK9ADVAQEAAABCMwgAAAAyCgACpwEBAAAAbDMcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAMhQKnwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAE0ACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AKQAAAAAz7m7//gcAAEAAAAAAAAAApAEKKQQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==).

Relu, max-pooling, and upsampling only have comparison operation which always needs fewer clock cycles than multiplication. The number of comparisons performed by Relu, max-pooling or upsampling is estimated by

![](data:image/x-wmf;base64,183GmgAAAAAAAOARQAQACQAAAACxSwEACQAAA7oBAAADABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJABOARBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+gEQAA+AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAApEJBQAAABMCAAIYDxwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAmFgriBAAAAC0BAQAIAAAAMgq0AegQAQAAAEMACAAAADIKwALHEAEAAABsAAgAAAAyCuwDkg4BAAAAbAAIAAAAMgrsA0QNAQAAAGsACAAAADIK7APjCwEAAABrAAgAAAAyCuwDXgoBAAAAawAIAAAAMgrAAmAHAQAAAG8ACAAAADIKwAI5BgEAAABsAAgAAAAyCsACPwUBAAAAbAAIAAAAMgrAAusDAQAAAGwACAAAADIKwAI7AQEAAABsABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAACAEgrEBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACYA8BAAAATQAIAAAAMgqMAxYOAQAAAGYACAAAADIKjANtDAEAAABkAAgAAAAyCowD7goBAAAAdwAIAAAAMgqMA6sJAQAAAGgACAAAADIKYALhBgEAAABmAAgAAAAyCmACpQUBAAAAcwAIAAAAMgpgAlEEAQAAAHcACAAAADIKYAI/AwEAAABoAAgAAAAyCmACLgABAAAARwAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAJhYK4wQAAAAtAQEABAAAAPABAgAIAAAAMgpuAfQLAQAAADEACAAAADIKYAJTCAEAAAA9AAgAAAAyCmACBwIBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDF/////zPubv/+BwAAQAAAAAAAAACAEgrFBAAAAC0BAgAEAAAA8AEBAAQAAAAnAf//AwAAAAAA).

The number of operations performed by softmax can be considered as a constant, because each pixel needs it only once and almost every network has a similar softmax layer.

Smaller kernel found many advantages for CNN [19], so in general, the ![](data:image/x-wmf;base64,183GmgAAAAAAAAAKQAIACQAAAABRVgEACQAAAzQBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAgAKBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ACQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAahEKdgQAAAAtAQAACAAAADIKgAEMCQEAAAAzMwgAAAAyCoAB4AcBAAAAPTMIAAAAMgqAAQwFAQAAAD0zCAAAADIKgAHjAQEAAAA9MxwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAACAEArIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABFAcBAAAAbAAIAAAAMgrgARYEAQAAAGsACAAAADIK4AHtAAEAAABrABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABqEQp3BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABRAYBAAAAZAAIAAAAMgqAASEDAQAAAHcACAAAADIKgAE6AAEAAABoAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMn/////M+5u//4HAABAAAAAAAAAAIAQCskEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=). To capture more features, in general ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAAygBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAoAEBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApQcK6wQAAAAtAQAACAAAADIKgAHGAgIAAAAxNhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB5AAAAADPubv/+BwAAQAAAAAAAAAAmFgp5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABxAEBAAAAswAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApQcK7AQAAAAtAQAABAAAAPABAQAIAAAAMgrgAf4AAQAAAGwAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAACYWCnoEAAAALQEBAAQAAADwAQAACAAAADIKgAGCAAEAAABmAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAO3/////M+5u//4HAABAAAAAAAAAAKUHCu0EAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=). Comparison with ![](data:image/x-wmf;base64,183GmgAAAAAAAMACYAIBCQAAAACwXgEACQAAA9gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAsACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAACQ8KSQQAAAAtAQAACAAAADIK9ADIAQEAAABDMwgAAAAyCgACpwEBAAAAbDMcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAJhYKrAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUAAAQAAAE0ACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ASgAAAAAz7m7//gcAAEAAAAAAAAAACQ8KSgQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==), the number of the operations performed by batch normalization, Relu, max-pooling, and upsampling are small. The total number of the operations needed by the network is mainly determined by the number of the multiplications performed by the convolutions. So the complexity of the 3D-CNN can be given by

![](data:image/x-wmf;base64,183GmgAAAAAAAGAagAQACQAAAADxQAEACQAAA6gCAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKABGAaBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7L///8gGgAAMgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAJhYKeQQAAAAtAQAACAAAADIKoALAGQEAAAAsMwgAAAAyCqACfAoBAAAAPTMIAAAAMgqgAocCAQAAAD0zHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAMQVChgEAAAALQEBAAQAAADwAQAACAAAADIKAAPhAAEAAAAzABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB6AAAAADPubv/+BwAAQAAAAAAAAAAmFgp6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCqYCMBkBAAAA9wAIAAAAMgoUBDAZAQAAAPgACAAAADIKsAEwGQEAAAD2AAgAAAAyCqYCyAwBAAAA5wAIAAAAMgoUBMgMAQAAAOgACAAAADIKsAHIDAEAAADmAAgAAAAyCqACrgsBAAAAUQAIAAAAMgqmApIJAQAAAPcACAAAADIKFASSCQEAAAD4AAgAAAAyCrABkgkBAAAA9gAIAAAAMgqmAtMEAQAAAOcACAAAADIKFATTBAEAAADoAAgAAAAyCrAB0wQBAAAA5gAIAAAAMgqgArkDAQAAAFEAHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sABkAAAAAM+5u//4HAABAAAAAAAAAAMQVChkEAAAALQEBAAQAAADwAQAACAAAADIK+QKFDQEAAADlAAgAAAAyCvkCkAUBAAAA5QAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAJhYKewQAAAAtAQAABAAAAPABAQAIAAAAMgoAA3AYAQAAAGsACAAAADIKAAMPFwEAAABrAAgAAAAyCgADihUBAAAAawAIAAAAMgoAA1AUAQAAAG8ACAAAADIKAAMpEwEAAABsAAgAAAAyCgADBRIBAAAAbAAIAAAAMgoAAwsRAQAAAGwACAAAADIKAAO3DwEAAABsAAgAAAAyCg8EKQ4BAAAAbAAIAAAAMgr0AaQIAQAAAEMACAAAADIKAAODCAEAAABsAAgAAAAyCg8ENAYBAAAAbAAIAAAAMgoAA2ABAQAAAEQAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAMQVChoEAAAALQEBAAQAAADwAQAACAAAADIKoAKZFwEAAABkAAgAAAAyCqACGhYBAAAAdwAIAAAAMgqgAtcUAQAAAGgACAAAADIKoALREwEAAABmAAgAAAAyCqACrRIBAAAAZgAIAAAAMgqgAnERAQAAAHMACAAAADIKoAIdEAEAAAB3AAgAAAAyCqACCw8BAAAAaAAIAAAAMgqgAhwHAQAAAE0ACAAAADIKoAIiAAEAAABUAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHwAAAAAM+5u//4HAABAAAAAAAAAACYWCnwEAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) (1)

where ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFQAIBCQAAAAAwWQEACQAAA2QBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAmAFBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA3w8KTQQAAAAtAQAACAAAADIK4AG6BAEAAAAxMxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAKEAqRBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB9AEBAAAAPQAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wATgAAAAAz7m7//gcAAEAAAAAAAAAA3w8KTgQAAAAtAQAABAAAAPABAQAIAAAAMgrgAUcEAQAAACsAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAAoQCpIEAAAALQEBAAQAAADwAQAACAAAADIK4AHwAwEAAABsAAgAAAAyCuABAQEBAAAAbwAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA3w8KTwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAXQDAQAAAGYACAAAADIKgAGCAAEAAABmAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJP/////M+5u//4HAABAAAAAAAAAAAoQCpMEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=). Obviously, 2D-CNN can be seen as a special case of 3D-CNN. Let ![](data:image/x-wmf;base64,183GmgAAAAAAAKAGQAIBCQAAAADwWgEACQAAAxwBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAqAGBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAfA4KcgQAAAAtAQAACAAAADIKgAGzBQEAAAAxMwgAAAAyCoABpQQBAAAAPTMIAAAAMgqAAaABAQAAAD0zHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAN8PCoEEAAAALQEBAAQAAADwAQAACAAAADIK4AGvAwEAAABrAAgAAAAyCuAB1AABAAAAbAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAfA4KcwQAAAAtAQAABAAAAPABAQAIAAAAMgqAAdgCAQAAAGQACAAAADIKgAFAAAEAAABzAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIL/////M+5u//4HAABAAAAAAAAAAN8PCoIEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=), the complexity of the 2D-CNN can be given by

![](data:image/x-wmf;base64,183GmgAAAAAAAAAQgAQACQAAAACRSgEACQAAAyACAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKABAAQBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7L////ADwAAMgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApBMKZgQAAAAtAQAACAAAADIKoAJyDwEAAAAuAAgAAAAyCqAClQIBAAAAPQAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAKxMKHAQAAAAtAQEABAAAAPABAAAIAAAAMgoAA+gAAQAAADIAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAGcAAAAAM+5u//4HAABAAAAAAAAAAKQTCmcEAAAALQEAAAQAAADwAQEACAAAADIKpgLuDgEAAAD3AAgAAAAyChQE7g4BAAAA+AAIAAAAMgqwAe4OAQAAAPYACAAAADIKpgLhBAEAAADnAAgAAAAyChQE4QQBAAAA6AAIAAAAMgqwAeEEAQAAAOYACAAAADIKoALHAwEAAABRABwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAdAAAAADPubv/+BwAAQAAAAAAAAAArEwodBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvkCngUBAAAA5QAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApBMKaAQAAAAtAQAABAAAAPABAQAIAAAAMgoAAy4OAQAAAGsACAAAADIKAAOpDAEAAABrAAgAAAAyCgADbwsBAAAAbwAIAAAAMgoAA0gKAQAAAGwACAAAADIKAAMkCQEAAABsAAgAAAAyCgAD0AcBAAAAbAAIAAAAMgoPBEIGAQAAAGwACAAAADIKAANuAQEAAABEABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAArEwoeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqACOQ0BAAAAdwAIAAAAMgqgAvYLAQAAAGgACAAAADIKoALwCgEAAABmAAgAAAAyCqACzAkBAAAAZgAIAAAAMgqgAjYIAQAAAHcACAAAADIKoAIkBwEAAABoAAgAAAAyCqACIgABAAAAVAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBpAAAAADPubv/+BwAAQAAAAAAAAACkEwppBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA)

And similarly, let ![](data:image/x-wmf;base64,183GmgAAAAAAAKAMQAIACQAAAADxUAEACQAAA0wBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAqAMBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gDAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAGw8KCAQAAAAtAQAACAAAADIKgAHCCwEAAAAxMwgAAAAyCoABtAoBAAAAPTMIAAAAMgqAAYsHAQAAAD0zCAAAADIKgAGqBAEAAAA9MwgAAAAyCoABsgEBAAAAPTMcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAKxMKUAQAAAAtAQEABAAAAPABAAAIAAAAMgrgAb4JAQAAAGsACAAAADIK4AGVBgEAAABrAAgAAAAyCuAB3gMBAAAAbAAIAAAAMgrgAeYAAQAAAGwAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAABsPCgkEAAAALQEAAAQAAADwAQEACAAAADIKgAHJCAEAAAB3AAgAAAAyCoAB4gUBAAAAaAAIAAAAMgqAAfACAQAAAHcACAAAADIKgAE6AAEAAABoAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFEAAAAAM+5u//4HAABAAAAAAAAAACsTClEEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=), the complexity of the 1D-CNN can be written as

![](data:image/x-wmf;base64,183GmgAAAAAAAAANgAQACQAAAACRVwEACQAAAwACAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKABAANBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7L////ADAAAMgQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAYBIKjwQAAAAtAQAACAAAADIKoAKBDAEAAAAuMwgAAAAyCqACawIBAAAAPTMcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAGw8KOwQAAAAtAQEABAAAAPABAAAIAAAAMgoAA88AAQAAADEAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAJD/////M+5u//4HAABAAAAAAAAAAGASCpAEAAAALQEAAAQAAADwAQEACAAAADIKpgL9CwEAAAD3AAgAAAAyChQE/QsBAAAA+AAIAAAAMgqwAf0LAQAAAPYACAAAADIKpgK3BAEAAADnAAgAAAAyChQEtwQBAAAA6AAIAAAAMgqwAbcEAQAAAOYACAAAADIKoAKdAwEAAABRABwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAA8AAAAADPubv/+BwAAQAAAAAAAAAAbDwo8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvkCdAUBAAAA5QAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAYBIKkQQAAAAtAQAABAAAAPABAQAIAAAAMgoAAz0LAQAAAGsACAAAADIKAAPfCQEAAABvAAgAAAAyCgADuAgBAAAAbAAIAAAAMgoAA5QHAQAAAGwACAAAADIKDwQYBgEAAABsAAgAAAAyCgADRAEBAAAARAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAGw8KPQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAmYKAQAAAGQACAAAADIKoAJgCQEAAABmAAgAAAAyCqACPAgBAAAAZgAIAAAAMgqgAgAHAQAAAHMACAAAADIKoAIiAAEAAABUAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJL/////M+5u//4HAABAAAAAAAAAAGASCpIEAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=)

Therefore, the time complexity of the S3D-CNN can be formulated as
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#### 2.2.2 The Analysis of Minimum Memory Space Required by Training Process

In each iteration of training, the output data of the previous layer can’t be released, due to being utilized to compute gradient in backpropagation. Since input of the ![](data:image/x-wmf;base64,183GmgAAAAAAAOAAwAEGCQAAAAA3XwEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAeAABQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAvQkKJwQAAAAtAQAACAAAADIKYAEuAAEAAABsMwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHEAAAAAM+5u//4HAABAAAAAAAAAAMsTCnEEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) layer are output of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMACwAECCQAAAAATXQEACQAAA/wAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAcACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAANBQK8gQAAAAtAQAACAAAADIKYAHYAQEAAAAxMxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbABZAAAAADPubv/+BwAAQAAAAAAAAAC9CQpZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAB7gABAAAALQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAANBQK8wQAAAAtAQAABAAAAPABAQAIAAAAMgpgAS4AAQAAAGwACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AWgAAAAAz7m7//gcAAEAAAAAAAAAAvQkKWgQAAAAtAQEABAAAAPABAAAEAAAAJwH//wMAAAAAAA==) layer, we can only calculate the memory space requirement of the output. The memory space required by the output of 3D convolution of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAGw8KeQQAAAAtAQAACAAAADIK9AC6AAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAoCAotBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB6AAAAADPubv/+BwAAQAAAAAAAAAAbDwp6BAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) layer can be given by

![](data:image/x-wmf;base64,183GmgAAAAAAAEAIQAIACQAAAAARVAEACQAAA0QBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAkAIBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAANBQKQgQAAAAtAQAACAAAADIKgAG9BwEAAAAuMwgAAAAyCoAB1wEBAAAAPTMcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA9RMKXwQAAAAtAQEABAAAAPABAAAIAAAAMgrgATAHAQAAAG8ACAAAADIK4AEJBgEAAABsAAgAAAAyCuABDwUBAAAAbAAIAAAAMgrgAbsDAQAAAGwACAAAADIK4AELAQEAAABsABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAA0FApDBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABsQYBAAAAZgAIAAAAMgqAAXUFAQAAAHMACAAAADIKgAEhBAEAAAB3AAgAAAAyCoABDwMBAAAAaAAIAAAAMgqAAUAAAQAAAFMACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AYAAAAAAz7m7//gcAAEAAAAAAAAAA9RMKYAQAAAAtAQEABAAAAPABAAAEAAAAJwH//wMAAAAAAA==)

Thus, the total space requirement of the 3D convolution can be approximated by

![](data:image/x-wmf;base64,183GmgAAAAAAAGALYAMACQAAAAARVgEACQAAA+ABAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgA2ALBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCwAAFwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA0BcKAwQAAAAtAQAACAAAADIKoAHMCgEAAAAuMwgAAAAyCqABsQIBAAAAPTMcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAANBQKdQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAlQKAQAAADEACAAAADIKAAILAQEAAAAzABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAEAAAAADPubv/+BwAAQAAAAAAAAADQFwoEBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgAC4QkBAAAAKwAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdgAAAAAz7m7//gcAAEAAAAAAAAAANBQKdgQAAAAtAQEABAAAAPABAAAIAAAAMgr5AeYDAQAAAOUAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAANAXCgUEAAAALQEAAAQAAADwAQEACAAAADIKAAKKCQEAAABsAAgAAAAyCgACZggBAAAAbAAIAAAAMgoAAmwHAQAAAGwACAAAADIKAAIYBgEAAABsAAgAAAAyCg8DigQBAAAAbAAIAAAAMgr0ACwBAQAAAEMACAAAADIKAAKKAQEAAABEABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAA0FAp3BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABDgkBAAAAZgAIAAAAMgqgAdIHAQAAAHMACAAAADIKoAF+BgEAAAB3AAgAAAAyCqABbAUBAAAAaAAIAAAAMgqgAUAAAQAAAFMACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ABgAAAAAz7m7//gcAAEAAAAAAAAAA0BcKBgQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==)

The batch normalization and Relu layers need as much memory space as the convolution layer, and max-pooling /upsampling need as much memory space as the first convolution layer of the next encoder/decoder. Every network has only one softmax layer, and the memory space requirements of the parameters and their gradients are small, compared with those of the data and features. Therefore, the memory space needed by them can be ignored, and the total space requirement of 3D-CNN is given by

![](data:image/x-wmf;base64,183GmgAAAAAAAEALYAMACQAAAAAxVgEACQAAA6wBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgA0ALBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///67///8ACwAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAKAgKLAQAAAAtAQAACAAAADIKoAGwCgEAAAAsMwgAAAAyCqABsQIBAAAAPTMcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAIg8KqgQAAAAtAQEABAAAAPABAAAIAAAAMgoAAgsBAQAAADMAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAACgICi0EAAAALQEAAAQAAADwAQEACAAAADIKAAI+CgEAAABsAAgAAAAyCgACGgkBAAAAbAAIAAAAMgoAAiAIAQAAAGwACAAAADIKAALMBgEAAABsAAgAAAAyCg8DPgUBAAAAbAAIAAAAMgoAAooBAQAAAEQAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAACIPCqsEAAAALQEBAAQAAADwAQAACAAAADIKoAHCCQEAAABmAAgAAAAyCqABhggBAAAAcwAIAAAAMgqgATIHAQAAAHcACAAAADIKoAEgBgEAAABoAAgAAAAyCqAB4wMBAAAAYwAIAAAAMgqgAUAAAQAAAFMAHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAC4AAAAAM+5u//4HAABAAAAAAAAAACgICi4EAAAALQEAAAQAAADwAQEACAAAADIK+QGaBAEAAADlAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKz/////M+5u//4HAABAAAAAAAAAACIPCqwEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) (3)

where c is constant. Distinctly, when there is only one sample in mini-batch, the memory space requirement is minimum. 3D-CNN has to take ![](data:image/x-wmf;base64,183GmgAAAAAAAGABIAICCQAAAABTXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIgAmABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAvRMKWAQAAAAtAQAACAAAADIK4AHCAAEAAAAxMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAACvBwrsBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAcwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBZAAAAADPubv/+BwAAQAAAAAAAAAC9EwpZBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) continuous slices of the same subject as inputs, so the minimum memory space required by 3D-CNN is given by Eq.3. 2D-CNN can have a slice in the ![](data:image/x-wmf;base64,183GmgAAAAAAAOABoAECCQAAAABTXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgAeABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAACgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAArhMKoQQAAAAtAQAACAAAADIKAAFMAAIAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAB4AAAAAM+5u//4HAABAAAAAAAAAAK8HCh4EAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) plane in mini-batch, thus its minimum memory space requirement can be given by

![](data:image/x-wmf;base64,183GmgAAAAAAAEAKYAMBCQAAAAAwVwEACQAAA5wBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgA0AKBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///67///8ACgAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAHxAKNwQAAAAtAQAACAAAADIKoAG4CQEAAAAuMwgAAAAyCqABvwIBAAAAPTMcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAArwcKUQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAhIBAQAAADIAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAB8QCjgEAAAALQEAAAQAAADwAQEACAAAADIKAAJSCQEAAABsAAgAAAAyCgACLggBAAAAbAAIAAAAMgoAAtoGAQAAAGwACAAAADIKDwNMBQEAAABsAAgAAAAyCgACmAEBAAAARAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAArwcKUgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAdYIAQAAAGYACAAAADIKoAFABwEAAAB3AAgAAAAyCqABLgYBAAAAaAAIAAAAMgqgAfEDAQAAAGMACAAAADIKoAFAAAEAAABTABwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAA5AAAAADPubv/+BwAAQAAAAAAAAAAfEAo5BAAAAC0BAAAEAAAA8AEBAAgAAAAyCvkBqAQBAAAA5QAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBTAAAAADPubv/+BwAAQAAAAAAAAACvBwpTBAAAAC0BAQAEAAAA8AEAAAQAAAAnAf//AwAAAAAA)

1D-CNN can have only a 1D-feature in ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAALxMKgAQAAAAtAQAACAAAADIKAAFMAAEAAAB6MwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIb/////M+5u//4HAABAAAAAAAAAAFUSCoYEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis in mini-batch,so its minimum memory space requirement can be given by
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From (3) and (4), we can see that 3D-CNN needs approximately ![](data:image/x-wmf;base64,183GmgAAAAAAAGABIAICCQAAAABTXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIgAmABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApAEKfAQAAAAtAQAACAAAADIK4AHCAAEAAAAxMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADWEwpeBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAcwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB9AAAAADPubv/+BwAAQAAAAAAAAACkAQp9BAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) times minimum memory space than S3D-CNN. As a result of the limited memory capacity of GPU, it is maybe difficult for 3D-CNN to take the whole 3D medical image as input. The samples from the same subject may arise severe class imbalance in mini-batch training for the deficiency in the samples of some classes. Some 3D-CNN methods use patch to cope with those problems. For example, V-Net [14], High-Res Net [12], and DeepMedic [9] use ![](data:image/x-wmf;base64,183GmgAAAAAAAGAIwAEBCQAAAACwVwEACQAAA+oAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAWAIBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gCAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApBEKaAQAAAAtAQAACAAAADIKYAGsBgIAAAA2NAkAAAAyCmABTAMDAAAAMTI4AAkAAAAyCmABEAADAAAAMTI4ABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbACh/////zPubv/+BwAAQAAAAAAAAADWEwqhBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABqgUBAAAAtAAIAAAAMgpgAW4CAQAAALQACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AaQAAAAAz7m7//gcAAEAAAAAAAAAApBEKaQQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==), ![](data:image/x-wmf;base64,183GmgAAAAAAACAHwAECCQAAAADzWAEACQAAA+gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAASAHBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAXxAKmwQAAAAtAQAACAAAADIKYAFuBQIAAAA5NggAAAAyCmABzgICAAAAOTYIAAAAMgpgAS4AAgAAADk2HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sANP/////M+5u//4HAABAAAAAAAAAANYTCtMEAAAALQEBAAQAAADwAQAACAAAADIKYAFyBAEAAAC0AAgAAAAyCmAB0gEBAAAAtAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCc/////zPubv/+BwAAQAAAAAAAAABfEAqcBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA), and ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHwAEBCQAAAACQWAEACQAAA+gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAUAHBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAuBMKzAQAAAAtAQAACAAAADIKYAGGBQIAAAAyNQgAAAAyCmAB4AICAAAAMjUIAAAAMgpgAToAAgAAADI1HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sANn/////M+5u//4HAABAAAAAAAAAACoUCtkEAAAALQEBAAQAAADwAQAACAAAADIKYAF+BAEAAAC0AAgAAAAyCmAB2AEBAAAAtAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDN/////zPubv/+BwAAQAAAAAAAAAC4EwrNBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) pixel patch respectively. However, the size of patch may limit the size of the receptive field of 3D-CNN.

Requiring as much minimum memory space as 2D-CNN and less minimum memory space than 3D-CNN , S3D-CNN has the following advantages: (1) it can reduce the class imbalance in mini-batch training by sampling more images belonging to different patients to contain different class pixels, (2) it is also easier to increase the receptive field by inserting more layers, (3) all advanced 2D-CNN network can be easily extended to S3D-CNN to take advantage of 3D context information for improving 3D medical image segmentation.

#### 2.2.3 Receptive Field Analysis

The neighborhood of voxels in the input that influence the activation of a neuron is its receptive field [9], whose size determines how much the network can exploit the context information near the current pixel. The receptive field of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAJRIKwwQAAAAtAQAACAAAADIK9AC6AAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAqFAoLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDE/////zPubv/+BwAAQAAAAAAAAAAlEgrEBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) 3D convolution layer can be given by [9]

![](data:image/x-wmf;base64,183GmgAAAAAAAIANYAIACQAAAADxUQEACQAAA1UCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKADRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ADQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdWIZCoHg91oARPAYAICTsnWAAbZ1WBlmoQQAAAAtAQAACAAAADIKngEhBwEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB1xhkKULBCYgBE8BgAgJOydYABtnVYGWahBAAAAC0BAQAEAAAA8AEAAAgAAAAyCp4BAwsBAAAAKXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAICTsnWAAbZ1WBlmoQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAe0MAQAAACx5CAAAADIKoAFVCgEAAAAxeQgAAAAyCqABWQIBAAAAPXkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPEYAICTsnWAAbZ1WBlmoQQAAAAtAQEABAAAAPABAAAIAAAAMgoAAkMFAQAAADF5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxGACAk7J1gAG2dVgZZqEEAAAALQEAAAQAAADwAQEACAAAADIK9AApDAEAAABDeQgAAAAyCgACDAwBAAAAbHkIAAAAMgoAArIIAQAAAGx5CAAAADIK9ACSBAEAAABDeQgAAAAyCgACcQQBAAAAbHkIAAAAMgr0AD4BAQAAAEN5CAAAADIKAAIdAQEAAABseRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RgAgJOydYABtnVYGWahBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABpQcBAAAAS3kIAAAAMgqgAZoDAQAAAFJ5CAAAADIKoAFGAAEAAABSeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1YhkKhOD3WgAU8RgAgJOydYABtnVYGWahBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABQwsBAAAAdHkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdcYZClOwQmIAFPEYAICTsnWAAbZ1WBlmoQQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWYJAQAAAC15CAAAADIKoAEJBgEAAAAreRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1YhkKheD3WgAU8RgAgJOydYABtnVYGWahBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACzgQBAAAALXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQChWBlmoQAACgA4AIoBAAAAAAEAAAAs8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

where ![](data:image/x-wmf;base64,183GmgAAAAAAAIACYAIBCQAAAADwXgEACQAAAzABAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAoACBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAnwcKJQQAAAAtAQAACAAAADIK9ABEAQEAAABDMwgAAAAyCgACIwEBAAAAbDMcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApQcKOwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAUYAAQAAAFIAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAJ8HCiYEAAAALQEAAAQAAADwAQEACAAAADIKAALpAQEAAAAxABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAA8AAAAADPubv/+BwAAQAAAAAAAAAClBwo8BAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACegEBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAnAAAAADPubv/+BwAAQAAAAAAAAACfBwonBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) denotes the receptive field of the ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAAygBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAoADBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAwAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAqBMKFgQAAAAtAQAACAAAADIK9ACCAgIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABgEgrTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAqBMKFwQAAAAtAQAABAAAAPABAQAIAAAAMgqgAdgBAQAAADEAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sANT/////M+5u//4HAABAAAAAAAAAAGASCtQEAAAALQEBAAQAAADwAQAACAAAADIKoAHuAAEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABgAAAAAM+5u//4HAABAAAAAAAAAAKgTChgEAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) layer (if the previous layer is max-pooling , ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGYAIACQAAAAARWgEACQAAA4QBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAmAGBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAApQcKmQQAAAAtAQAACAAAADIK9AAWBQEAAABQMwgAAAAyCgAC6AQBAAAAbDMIAAAAMgr0AEQBAQAAAEMzCAAAADIKAAIjAQEAAABsMxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAABgEgoGBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABCwQBAAAAUgAIAAAAMgqgAUYAAQAAAFIAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAKUHCpoEAAAALQEAAAQAAADwAQEACAAAADIKAAKuBQEAAAAxAAgAAAAyCgAC6QEBAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAYBIKBwQAAAAtAQEABAAAAPABAAAIAAAAMgqgAccCAQAAAD0AHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAJv/////M+5u//4HAABAAAAAAAAAAKUHCpsEAAAALQEAAAQAAADwAQEACAAAADIKAAI/BQEAAAAtAAgAAAAyCgACegEBAAAALQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAIAAAAADPubv/+BwAAQAAAAAAAAABgEgoIBAAAAC0BAQAEAAAA8AEAAAQAAAAnAf//AwAAAAAA)), and ![](data:image/x-wmf;base64,183GmgAAAAAAACAKQAIACQAAAABxVgEACQAAA0wBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAiAKBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAnwcKJgQAAAAtAQAACAAAADIKgAFgCQEAAAApMwgAAAAyCoABVwcBAAAALDMIAAAAMgqAATAFAQAAACwzCAAAADIKgAFXAwEAAAAoMwgAAAAyCoABJQIBAAAAPTMcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAwhMKMQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAb4IAQAAAGsACAAAADIK4AG7BgEAAABrAAgAAAAyCuABlAQBAAAAawAIAAAAMgrgAVkBAQAAAGwAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAJ8HCicEAAAALQEAAAQAAADwAQEACAAAADIKgAHnBwEAAABkAAgAAAAyCoABxgUBAAAAdwAIAAAAMgqAAeEDAQAAAGgACAAAADIKgAFGAAEAAABLAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADIAAAAAM+5u//4HAABAAAAAAAAAAMITCjIEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) and ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA9gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAuABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAnwcKLAQAAAAtAQAACAAAADIK9AD8AAEAAABDMwgAAAAyCgAC3wABAAAAbDMcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wA0P////8z7m7//gcAAEAAAAAAAAAA+RMK0AQAAAAtAQEABAAAAPABAAAIAAAAMgqgARAAAQAAAHQACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ALQAAAAAz7m7//gcAAEAAAAAAAAAAnwcKLQQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==) denote the size and stride of the kernel of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAwhMKjwQAAAAtAQAACAAAADIK9AC6AAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAD5EwoCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCQ/////zPubv/+BwAAQAAAAAAAAADCEwqQBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) layer, respectively. In general, ![](data:image/x-wmf;base64,183GmgAAAAAAAAAHYAIBCQAAAABwWwEACQAAA2YBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAgAHBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wLz/eMAAAAAAJABAAAAAgQCABBTeW1ib2wASgAAAAAz7m7//gcAAEAAAAAAAAAAGRQKSgQAAAAtAQAACAAAADIKnwFIAwEAAABbMxwAAAD7AvP94wAAAAAAkAEAAAACBAIAEFN5bWJvbACT/////zPubv/+BwAAQAAAAAAAAADLBwqTBAAAAC0BAQAEAAAA8AEAAAgAAAAyCp8BbwYBAAAAXQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAGRQKSwQAAAAtAQAABAAAAPABAQAKAAAAMgqgAYkDBQAAADEsMSwxAAgAAAAyCqABIAIBAAAAPSwcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAywcKlAQAAAAtAQEABAAAAPABAAAIAAAAMgr0APwAAQAAAEMsCAAAADIKAALfAAEAAABsLBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbABMAAAAADPubv/+BwAAQAAAAAAAAAAZFApMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABEAABAAAAdCwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCV/////zPubv/+BwAAQAAAAAAAAADLBwqVBAAAAC0BAQAEAAAA8AEAAAQAAAAnAf//AwAAAAAA).

Similarly, the receptive field of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAuwYKmwQAAAAtAQAACAAAADIK9AC6AAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAB0EAqNBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCc/////zPubv/+BwAAQAAAAAAAAAC7BgqcBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) max-pooling layer can be given by

![](data:image/x-wmf;base64,183GmgAAAAAAAOAHYAIBCQAAAACQWwEACQAAA7gBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAuAHBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAFhQKyAQAAAAtAQAACAAAADIKoAE9BwEAAAAsMwgAAAAyCqABYAIBAAAAPTMcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAdBAKvwQAAAAtAQEABAAAAPABAAAIAAAAMgoAAkcFAQAAADEAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAABYUCskEAAAALQEAAAQAAADwAQEACAAAADIK9ACIBgEAAABQAAgAAAAyCgACXgYBAAAAbAAIAAAAMgr0AKIEAQAAAEMACAAAADIKAAKBBAEAAABsAAgAAAAyCvQAUQEBAAAAUAAIAAAAMgoAAiMBAQAAAGwAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAHQQCsAEAAAALQEBAAQAAADwAQAACAAAADIKoAGkAwEAAABSAAgAAAAyCqABRgABAAAAUgAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAyv////8z7m7//gcAAEAAAAAAAAAAFhQKygQAAAAtAQAABAAAAPABAQAIAAAAMgqgAY8FAQAAAHQAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAMH/////M+5u//4HAABAAAAAAAAAAHQQCsEEAAAALQEBAAQAAADwAQAACAAAADIKAALYBAEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMv/////M+5u//4HAABAAAAAAAAAABYUCssEAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=)

where ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA9gAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAuABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAFhQKmwQAAAAtAQAACAAAADIK9AAJAQEAAABQMwgAAAAyCgAC3wABAAAAbDMcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAHQAAAAAz7m7//gcAAEAAAAAAAAAABQ8KHQQAAAAtAQEABAAAAPABAAAIAAAAMgqgARAAAQAAAHQACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AnP////8z7m7//gcAAEAAAAAAAAAAFhQKnAQAAAAtAQAABAAAAPABAQAEAAAAJwH//wMAAAAAAA==) denotes the stride of the ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA9AAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIAAsABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAQBIKrwQAAAAtAQAACAAAADIK9AC6AAIAAAB0aBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAAFDwpPBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCw/////zPubv/+BwAAQAAAAAAAAABAEgqwBAAAAC0BAAAEAAAA8AEBAAQAAAAnAf//AwAAAAAA) max-pooling layer. In general ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHYAIACQAAAAAxWwEACQAAA2YBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAkAHBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wLz/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAhf////8z7m7//gcAAEAAAAAAAAAAABcKhQQAAAAtAQAACAAAADIKnwFAAwEAAABbMxwAAAD7AvP94wAAAAAAkAEAAAACBAIAEFN5bWJvbACB/////zPubv/+BwAAQAAAAAAAAAAFDwqBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCp8BrwYBAAAAXQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAABcKhgQAAAAtAQAABAAAAPABAQAKAAAAMgqgAasDBQAAADIsMiwyAAgAAAAyCqABGAIBAAAAPSwcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAABQ8KggQAAAAtAQEABAAAAPABAAAIAAAAMgr0AAkBAQAAAFAsCAAAADIKAALfAAEAAABsLBwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbACH/////zPubv/+BwAAQAAAAAAAAAAAFwqHBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABEAABAAAAdCwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCD/////zPubv/+BwAAQAAAAAAAAAAFDwqDBAAAAC0BAQAEAAAA8AEAAAQAAAAnAf//AwAAAAAA).

Let 3D-CNN be ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA6BIKvQQAAAAtAQAACAAAADIKAAE6AAEAAABuMwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtANX/////M+5u//4HAABAAAAAAAAAAHoPCtUEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) layers, the receptive field of 3D-CNN can be estimated by the following recurrence equation

![](data:image/x-wmf;base64,183GmgAAAAAAAOAOYAIACQAAAACRUgEACQAAA4gBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJgAuAOBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gDgAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAGRQK3wQAAAAtAQAACAAAADIKoAFKDgEAAAAuMwgAAAAyCqABSgsBAAAAPTMIAAAAMgqgAckCAQAAAD0zHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAFoTCgMEAAAALQEBAAQAAADwAQAACAAAADIKAAKkCQEAAAAzAAgAAAAyCgACIwEBAAAAMwAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAGRQK4AQAAAAtAQAABAAAAPABAQAIAAAAMgr0AIwNAQAAAEMACAAAADIKAAJyDQEAAABuAAgAAAAyCgACIwoBAAAARAAIAAAAMgr0ABgFAQAAAFAACAAAADIKAALxBAEAAABuAAgAAAAyCgACogEBAAAARAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAWhMKBAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAY4MAQAAAFIACAAAADIKoAHHCAEAAABSAAgAAAAyCqABjQYCAAAAb3IIAAAAMgqgAQ0EAQAAAFJyCAAAADIKoAFGAAEAAABScgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOH/////M+5u//4HAABAAAAAAAAAABkUCuEEAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) (5)

The equation (5) is valid for 2D-CNN and 1D-CNN. In the decoding part, the increased resolution by upsampling may offset the extended receptive field by the convolution. So the receptive field of S3D-CNN is given by

![](data:image/x-wmf;base64,183GmgAAAAAAAKAOQAIACQAAAADxUgEACQAAA6ABAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAqAOBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gDgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA4hIKnQQAAAAtAQAACAAAADIKgAEeDgEAAAAuMwgAAAAyCoABvQoBAAAAPTMIAAAAMgqAAfcJAQAAAF0zCAAAADIKgAFIBwEAAAAsMwgAAAAyCoABewQBAAAAWzMIAAAAMgqAAWEDAQAAAD0zHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAOgSCiMEAAAALQEBAAQAAADwAQAACAAAADIK4AHeDAEAAAAzAAgAAAAyCuABrwgBAAAAMQAIAAAAMgrgAfUFAQAAADIACAAAADIK4AG7AQEAAAAzABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAADiEgqeBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABXQ0BAAAARAAIAAAAMgrgASQJAQAAAEQACAAAADIK4AF7BgEAAABEAAgAAAAyCuABOgIBAAAARAAIAAAAMgrgAS0BAQAAAFMAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAOgSCiQEAAAALQEBAAQAAADwAQAACAAAADIKgAEBDAEAAABSAAgAAAAyCoAB5AcBAAAAUgAIAAAAMgqAAREFAQAAAFIACAAAADIKgAFGAAEAAABSAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJ//////M+5u//4HAABAAAAAAAAAAOISCp8EAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) (6)
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#### 2.2.4 The Parameter Number Analysis
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Batch normalization has two parameters which can be ignored. The total parameter number of the 3D-CNN can be written as:
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the total parameter number of the 2D-CNN and 1D-CNN can be written as:
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and the total parameter number of the S3D-CNN can be formulated as
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With fewer parameters than 3D-CNN, S3D-CNN can be trained easier.

## 3 Imbalance

One of the challenges for medical image segmentation is the severe class imbalance. We surveyed the pixel and slice distribution of the different classes for the images in the training set of multimodal brain tumor segmentation challenge 2017 (Brats 2017 for short). From the first and second rows of the table, we can see the severe pixel distribution imbalance: the pixel number of the class 0 (L0, i.e, background, health, and others) is more 260 times than that of the class 4 (L4, i.e, Necrotic and Non-enhancing solid core). And from the third and fourth rows, we can see the slice imbalance: every slice contains pixels of the class 0 (L0), while only 16.68 percent of slices of LGG includes pixels of the class 1 (L1).

Table 3: The Pixel and Slice Percentages of the Different Classes for the HGG and LGG Images

### 3.1 The Class Imbalance of Slice Distribution
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\begin{algorithm}[H]

\caption{Priority Queue}

**\label{AlgCreateQueue}**

\textbf{Input:}

All label maps in training set. $X\_{p,s}$ and $L\_{p,s}$ denote the $s^{th}$ slice image of the $p^{th}$ patient and the corresponding label map, respectively.

\textbf{Output:}

$LL\_0$, $Q\_{1..K}$, $f$, and $R$. $f$ and $R$ denote the access frequency of the slice in the training and the priority weight value of the sample in the priority queue, respectively.

%\REQUIRE in

% \ENSURE out

\begin{algorithmic}[1]

\State $L\_0 \leftarrow \Phi$, $Q\_{1..K}\leftarrow \Phi$

\For{ each $L\_{p,s}$ }

\State Count the pixel number of each class $l$ in $L\_{p,s}$: $C\_{p,s,l}$

\For{$l \leftarrow 1, \ldots,K$}

\If {$C\_{p,s,l}>0$}

\State Compute the priority value $R$ of $X\_{p,s}$ in $Q\_l$

\begin{equation}

\**label{eq:InitPriorityValue}**

W \leftarrow R \leftarrow 30+log\left(\frac{\sum\_{k \neq l} C\_{p,s,k}}{C^2\_{p,s,l}}\right)

\end{equation}

\State Push $[W,R,p,s,f\leftarrow 0]$ into queue $Q\_l$ in an ascending order of $W$

\EndIf

\EndFor

\If {$C\_{p,s,0}>0$ and $\sum\_{l>0}C\_{p,s,l}=0$}

\State $LL\_0 \leftarrow LL\_0\cup[p,s]$

\EndIf

\EndFor

\end{algorithmic}

\end{algorithm}

### 3.2 The Class Imbalance of Pixel Distribution

In spite of dealing with slices or 1D features imbalance with the priority queue, there exists the class imbalance of pixel distribution in a slice or z-direction, due to 2D-CNN or 1D-CNN taking the whole slice or z-axis as input in training. We use the following dice loss function to deal with the problem.
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\renewcommand{\algorithmicensure}{\textbf{Output:}}

\textbf{Output:}

The parameters of 2D-SegNet

%\REQUIRE in

% \ENSURE out

\begin{algorithmic}[1]

\For{ each step }

\State $Images\leftarrow\Phi$,$Labels\leftarrow \Phi,idx \leftarrow 0$

\State $len \leftarrow $ length of $LL\_0$

\State $[p,s] \leftarrow LL\_0\left[(idx+1) \ \ mod \ \ len \right] $

\State $Images \leftarrow Images \union X\_{p,s}$

\State $Labels \leftarrow Labels \union L\_{p,s}$

\State $TopL \leftarrow \Phi $

\For {$f \leftarrow 1, \ldots,fn$}

\For {$l \leftarrow 1, \ldots,K$}

\State Get top element (the minimum weight value )

\State $[R,p,s,f] \leftarrow Pop(Q\_l)$

\State $f \leftarrow f+1$

\State $Images \leftarrow Images \union X\_{p,s}$

\State $Labels \leftarrow Labels \union L\_{p,s}$

\State Push($TopL$,$[R,p,s,l,f]$)

\EndFor

\EndFor

\State Training 2DSegNet

\State $loss \leftarrow $train$(Images,Labels)$

\For{$t \in TopL$}

\State $[R,p,s,l,f] \leftarrow t$

\State Update weight value

\begin{equation}

\**label{eq:updateRate}**

W \leftarrow R\times \max(1-loss,0.01)\times f

\end{equation}

\State Push $[W,R,p,s,i]$ into queue $Q\_l$ in the ascending order of $W$

\EndFor

\EndFor

\end{algorithmic}

\end{algorithm}

## 4 Experiment

### 4.1 Benchmark Dataset and Training Parameters

We use the dataset of Multimodal Brain Tumor Segmentation Challenge 2017 (BRATS 2017) to evaluate our methods. The training data set consists of 210 cases of high-grade gliomas (HGG) and 75 patients of low-grade gliomas (LGG). The validation datasets include 46 subjects without being labeled and graded. Each case has four MRI sequences i.e, FLAIR, T1, T1-contrast, and T2. Each sequence consists of 155 slices, each of which has ![](data:image/x-wmf;base64,183GmgAAAAAAACAGwAECCQAAAADzWQEACQAAA9oAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAASAGBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA4RMKDQQAAAAtAQAACQAAADIKYAGmAwMAAAAyNDAACQAAADIKYAE6AAMAAAAyNDAAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sABYAAAAAM+5u//4HAABAAAAAAAAAAMoXChYEAAAALQEBAAQAAADwAQAACAAAADIKYAGeAgEAAAC0AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAA4AAAAAM+5u//4HAABAAAAAAAAAAOETCg4EAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) resolution. All images in training set are annotated by experts. Due to ambiguities in individual tumor structure definitions, the variability in manual segmentation of inter-expert is a bit high. The mean dices of the expert’s manual segmentation of the whole tumor (including all four tumor structures, WT for short), the tumor core region (including enhancing, non-enhacing core and necrotic structures, TC for short), and the active tumor region (enhacing structure, ET for short) are 85, 75, and 74 respectively. Their standard deviation are 8, 24, and 13 respectively [13]. The scores are obtained by comparing individual raters against the consensus segmentation. These scores provide an estimate of an upper limit for the performance of any algorithmic segmentation [13]. Especially the mean and standard deviation of the expert’s manual segmentation of the tumor core region for LGG are 67 and 28 respectively. It means that it is more difficult to segment the tumor core region of LGG images. Different from Brats 2013, only three classes are labeled, .i.e, the necrotic (class 1), the peritumoral edema (class 2) and the enhancing tumor (class 4). Because of only images in the training dataset being labeled, we randomly select 10 percent of the samples as the testing set. So, we just use 199 HGG and 69 LGG cases as real training set to train the models in our all experiments.

2D-SegNet are trained end-to-end with the slices and the corresponding labels prepared by Algorithm 3.1 and 3.2 from real training dataset. Its mini-batch size is 16. 1D-SegNet are trained end-to-end with the 1D-features in ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAEFCQAAAAAUXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAjRcKtwQAAAAtAQAACAAAADIKAAFMAAEAAAB6AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAH4AAAAAM+5u//4HAABAAAAAAAAAACYUCn4EAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=)-axis and the corresponding labels chosen by the similar algorithms to Algorithm 3.1 and 3.2 . Its mini-batch size is 1680. We use Adam optimization algorithm with an initial learning rate ![](data:image/x-wmf;base64,183GmgAAAAAAAOAFwAEBCQAAAAAwWgEACQAAA9oAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAeAFBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA0xYKXgQAAAAtAQAACgAAADIKYAFoAgUAAAAwLjAwMQAIAAAAMgpgATYBAQAAAD0uHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP4HAABAAAAAAAAAAL8XCqkEAAAALQEBAAQAAADwAQAACAAAADIKYAE0AAEAAABlAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAF8AAAAAM+5u//4HAABAAAAAAAAAANMWCl8EAAAALQEAAAQAAADwAQEABAAAACcB//8DAAAAAAA=) and exponential decay rates ![](data:image/x-wmf;base64,183GmgAAAAAAAEAMIAIBCQAAAABwUAEACQAAAycBAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAIgAkAMBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ADAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA9RQKNAQAAAAtAQAACgAAADIKgAGkCAUAAAAwLjk5OQAIAAAAMgqAAXIHAQAAAD0uCQAAADIKgAEiAwQAAAAwLjksCAAAADIKgAHwAQEAAAA9LhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+BwAAQAAAAAAAAAC0FgquBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABgwYBAAAAMgAIAAAAMgrgARIBAQAAADEAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sADUAAAAAM+5u//4HAABAAAAAAAAAAPUUCjUEAAAALQEAAAQAAADwAQEACAAAADIKgAGYBQEAAABiAAgAAAAyCoABQAABAAAAYgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCv/////zPubv/+BwAAQAAAAAAAAAC0FgqvBAAAAC0BAQAEAAAA8AEAAAQAAAAnAf//AwAAAAAA) [1].

### 4.2 Performance Scores
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where ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAEDCQAAAAAyXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAJAAWABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAgAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAEQAAAAAz7m7//gcAAEAAAAAAAAAAnRQKEQQAAAAtAQAACAAAADIKAAE6AAEAAADZMwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAID/////M+5u//4HAABAAAAAAAAAAHgXCoAEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) is the logical AND operator. We also can gain sensitivity (True Positive Rate, TPR, Recall) and specificity (True Negative Rate, TNR)[13]
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### 4.3 Experimental Results on the Testing Dataset

We randomly select 10 percent of subjects from the training dataset of brain tumor segmentation challenge 2017 as the testing dataset. It contains 21 cases of HGG and 7 cases of LGG never used in training process. The source code of DeepMedic is downloaded from Kamnitsask’s Github. DeepMedic are trained in 35 epochs with the default parameters and training dataset images. All methods did not utilize post-processing, such as conditional random field (CRF). 2D-SegNet with the weighted loss function (2D-SegNet-WL) are trained in 120,000 iteration (about 52 epochs). 2D-SegNet and 1D-SegNet of S3D-SegNet are trained in 60K and 30K (about 24 epochs and 10 epochs), respectively. The Table 3 illustrates the performance scores of S3D-SegNet with priority queues and the dice loss function (S3D-SegNet), DeepMedic, and 2D-SegNet-WL. The tables 4 and 5 are the average confusion matrices of S3D-SegNet, DeepMedic and 2D-SegNet-WL for the test dataset from HGG and LGG, respectively. The element in row ![](data:image/x-wmf;base64,183GmgAAAAAAAOAAoAEFCQAAAABUXwEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgAeAABQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAiBYKBQQAAAAtAQAACAAAADIKQAEuAAEAAABpMwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOT/////M+5u//4HAABAAAAAAAAAAJkHCuQEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) column ![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALgAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA1BcKTAQAAAAtAQAACAAAADIKQAGCAAEAAABqMwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPX/////M+5u//4HAABAAAAAAAAAAG0UCvUEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) of the confusion matrices indicates the percentage of pixel assigned to class ![](data:image/x-wmf;base64,183GmgAAAAAAAOAAoAEFCQAAAABUXwEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADAKgAeAABQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAjhcKwQQAAAAtAQAACAAAADIKQAEuAAEAAABpMwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAL//////M+5u//4HAABAAAAAAAAAAFMPCr8EAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=) which belong to the class ![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAA6QAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALgAUABBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAAWxcKoQQAAAAtAQAACAAAADIKQAGCAAEAAABqMwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAPP/////M+5u//4HAABAAAAAAAAAAI4XCvMEAAAALQEBAAQAAADwAQAABAAAACcB//8DAAAAAAA=). From the Table 3, we can see that: (1) S3D-SegNet gained comparable dice scores for HGG with DeepMedic, (2) S3D-SegNet obtained higher average dice scores for LGG and the whole testing set than DeepMedic and 2D-SegNet-WL, (3) S3D-SegNet offered better Hausdorff score for HGG, LGG and the whole testing set than DeepMedic and 2D-SegNet-WL. Especially, the dice scores of the class 1 and 2 of S3D-SegNet are 7-8 percent higher than those of DeepMedic for LGG image segmentation. It is considered more difficult to segment images of LGG than HGG. Although DeepMedic and 2D-SegNet-WL gain higher sensitivity scores, from the confusion matrices, we can see that they classify more pixels of health or background (the class 0) into the other tumor classes than S3D-SegNet. It may be not worth the cost because cutting the more health area of the brain may disable more functions of the brain. Since only 39 per million of pixels (35 pixels per patient) in LGG belong to Class 4, the scores of class 4 in LGG are very low. From Tabel 5, we can see that many pixels belonging to the class 1 (necrotic) are falsely classified into the class 2 (edema), which cause the low dice scores of LGG.

Fig. 6 illustrates the segmentation examples of expert’s manual segmentation, S3D-SegNet, DeepMedic, and 2D-SegNet-WL. From the Fig. 6, we can see that S3D-SegNet gain better segmentation results than DeepMedic and 2D-SegNet-WL. Although DeepMedic and 2D-SegNet-WL gain higher sensitivity scores than S3D-SegNet, without 3D-CRF as post-processing, the segmentation results of DeepMedic contains many isolated edemas which should be health pixels, and the edemas segmented by 2D-SegNet-WL are larger than those by expert’s manual segmentation. From Eq. 10, we can see that sensitivity score is unable to measure the error that the pixels of the class 0 are falsely classified into the other tumor classes.

Performance Score Comparision on Testing DataSet

Table 4: Confusion Matrices of S3D-SegNet, DeepMedic, and 2D-SegNet-WL for HGG

Table 5: Confusion Matrices of S3D-SegNet, DeepMedic, and 2D-SegNet-WL for LGG

Table 6: Segmentation Examples of Expert’s Manual Segmentation, S3D-SegNet, DeepMedic, and 2D-SegNet-WL

### 4.4 The Performance Comparison of the Variants of S3D-SegNet

In this experiment, we use the validation datasets of Brats2017 to evaluate the proposed method and their variants. The performance scores of the validation datasets are from the official website [4, 5] by uploading the segmentation results of the methods( notes: the scores of the class 0, i.e., health and background pixels isn’t given). In Table 4.4, RS and PQ denotes the methods using random sampling and priority queue to choose samples for the mini-batch training, respectively. And WL and DL imply the methods with weighted loss function and dice loss functions, respectively. The weights of class 0, 1, 2, and 4 are 0.00247, 3.94, 0.302, and 1 respectively, which are figured out with the ratio between pixel numbers of classes [3] and their median. From the Table 4.4, we can see that: (1) the dice scores of all methods based on S3D-SegNet are better than those based on 2D-SegNet, due to exploiting 3D-context information. (2) The dice and the hausdorff scores of all methods based on priority queue are better than those based on the random sampling, due to reducing the slice imbalance. (3) The dice and the hausdorff scores of all methods based on dice loss function are better than those based on the weighted loss function.

Table 7: The Performance comparison of the Variants of S3D-SegNet and 2D-SegNet

### 4.5 Performance Comparison between the Methods Based on Priority Queue Sampling and Random Sampling

Fig. 5 illustrates the dice scores of 2D-SegNet with the priority queue (PrioQueue for short) and the random sampling (RandSamp for short) at 5K, 10K, 15K, 20K, 25K, 30K, 35K, and 40K iteration which given the mini-batch size and training data set size approximately correspond to 2, 4, 6, 8, 10, 12, 14, and 16 epochs. All scores are from the official evaluation website of Brats2017 by uploading the segmentation results of validation dataset. From the Fig. 5, we can see that 2D-SegNet based on the priority queue offers higher average dice scores at each iteration and faster training convergence than 2D-SegNet based on random sampling.

Figure 5: The Performance and Convergency Speed Comparison of 2D-SegNet with the Priority Queue and the Random Sampling

### 4.6 The Performance Comparison of S3D-SegNet and the Other 3D-CNN

Table 4.6 illustrates the performance comparison of S3D-SegNet, DeepMedic [9], Dense VNet, and High-Res Net[12]. The performance scores of S3D-SegNet are from the official evaluation website of Brats2017 by uploading the segmentation results of validation dataset. The performance score of DeepMedic, Dense VNet[2], and High-Res Net (including small default, large and their ensemble, i.e, Majority Vote) from the Brats 2017 paper of Zach Eaton-Rosen, et al. [2]. From Table 4.6, we can see that the S3D-SegNet gained the comparable dice scores with DeepMedic, Dense VNet, and High-Res Net and obtained better hausdorff scores for ET and WT than these methods. Although its sensitivity scores are lower than DeepMedic, as mentioned previously, DeepMedic without 3D-CRF as post-processing classify many health pixels as tumor pixels. Especially, the average dice scores of WT and TC of S3D-SegNet are higher than those of expert’s manual segmentation (WT: ![](data:image/x-wmf;base64,183GmgAAAAAAAAADwAEDCQAAAADSXAEACQAAA6UAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAQADBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA1RUKOwQAAAAtAQAACQAAADIKYAE0AAQAAAAwLjg1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Axv////8z7m7//gcAAEAAAAAAAAAAjRcKxgQAAAAtAQEABAAAAPABAAAEAAAAJwH//wMAAAAAAA==), TC: ![](data:image/x-wmf;base64,183GmgAAAAAAAAADwAEDCQAAAADSXAEACQAAA6UAAAACABwAAAAAAAMAAAAeAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAADALAAQADBQAAAAsCAAAAABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/gcAAEAAAAAAAAAA3w8KhgQAAAAtAQAACQAAADIKYAE0AAQAAAAwLjc1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ARgAAAAAz7m7//gcAAEAAAAAAAAAA1xcKRgQAAAAtAQEABAAAAPABAAAEAAAAJwH//wMAAAAAAA==)) which are considered as an upper limit for the performance of any algorithmic segmentation [13].

Table 8: The Performance Comparison of S3D-SegNet and the other 3D-CNN

## 5 Conclusion

We presented S3D-CNN, a separate 3D convolution network architecture for 3D medical image segmentation. The primary motivation behind S3D-CNN was the need to design an efficient network taking advantage of 3D context information for improving 3D medical image segmentation. We analyzed the time complexity, minimum memory space, and parameter number requirements and receptive field of both S3D-CNN and the 3D-CNN with a similar structure. We also proposed a method based on the priority queue and dice loss function to cope with the severe class imbalance. The experimental results shows that 3D-SegNet extended from 2D-SegNet with the proposed method and the imbalance tackling method based on the priority queue can improve 3D brain tumor image segmentation.