**Контрольная работа № 2 по курсу**

**"Нейронные сети "**

**Вариант № 1**

1. Задана выборка объектов, характеризующихся 2-мя признаками, на которую настраивается сеть Хопфилда на **биполярных** нейронах. Выборочные данные представлены в таблице.

|  |  |  |  |
| --- | --- | --- | --- |
|  | признаки | 1 | 2 |
| объекты |  |
| 1 | | -1 | -1 |
| 2 | | -1 | 1 |
| 3 | | 1 | 1 |

Напишите уравнение функционирования сети в **асинхронном режиме** и рассчитайте все её аттракторы. Изменятся ли аттракторы, если изменить порядок опроса нейронов? Изменятся ли аттракторы, если перейти от биполярной сети к бинарной?

2. Самообучение слоя Кохонена используется для формирования 4-х кластеров. Каждый пример *х* в выборке данных характеризуется набором 2-х признаков. На такте *τ* самообучения сети установились следующие значения синаптических коэффициентов нейронов слоя Кохонена (значения нормированы):
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3. В топографичекой карте Кохонена расстояние *ρ* между нейронами оценивается как **суммарное координатное смещение**. Карта содержит 8 нейронов, расположенных в узлах прямоугольной решетки размера 2×4. Входной вектор признаков *x* имеет размерность 2. На шаге обучения *t* на вход сети подан вектор признаков (0.6, 0.8). “Победителем” оказался нейрон, расположенный в узле (1, 2), имеющий синаптические коэффициенты *w*(1,2)(*t*)= (0.72, 0.72). Значения синаптических коэффициентов остальных нейронов: *w*(*i*,*j*)(*t*)= (-1.0, 0.0). Напишите уравнения изменения синаптических коэффициентов нейронов карты и рассчитайте значения синаптических коэффициентов нейронов карты на следующем такте, если параметр самообучения равен 0.5, а функция, характеризующая множество настраиваемых нейронов и интенсивность их самообучения, задается выражением:
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Приведите графическую иллюстрацию и укажите нейроны, синаптические коэффициенты которых корректируются на текущем шаге самообучения.

4. Сеть встречного распространения содержит слой Кохонена, состоящий из 3-х нейронов, и слой Гроссберга. Слой Гроссберга содержит 3 нейрона и применен для формирования трех классов. Классифицируемые объекты характеризуются вектором признаков размерности 2. На такте обучения *τ* сети встречного распространения установились следующие значения синаптических коэффициентов:

cлоя Кохонена: *w1* (*τ*)= (0.6, 0.8), *w2* (*τ*)=(-0.71, 0.7), *w3* (*τ*)=(0.6, -0.8),

cлоя Гроссберга: *v1* (*τ*)= ( 0.1, 0.4, 0.0), *v2* (*τ*)=(-0.9, 0.2, -1.1), *v3* (*τ*)=( 0.6, -0.1, 0.5).

На такте (*τ*+1) обучения при подаче на сеть встречного распространения подаётся очередной обучающий пример *x*=(-0.6, -0.8), принадлежащий **второму классу**. Известно, что желаемой реакцией слоя Гроссберга на пример второго класса является вектор (*σ*1*, σ*2, *σ*3) = (0.0, 1.0, 0.0). а)Нарисуйте схему сети встречного распространения для этой задачи, пометив настраиваемые параметры. б)Напишите уравнения изменения синаптических коэффициентов сети встречного распространения и рассчитайте их значения на такте обучения (*τ*+1), полагая параметр обучения слоя Кохонена равным 0.5, слоя Гроссберга – 0.7.

**Контрольная работа № 2 по курсу**

**"Нейронные сети "**

**Вариант № 2**

1. Сеть Хопфилда (сеть1) содержит 3 биполярных нейрона и имеет следующую матрицу синаптических связей:
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В начальный момент времени *t*=0 сеть находится в состоянии *s*(0) = (1, 1, –1). Вычислите значение энергетического функционала. Как изменится значение энергетического функционала на следующем такте дискретного времени (после опроса всех нейронов) при асинхронном режиме работы сети (порядок опроса нейронов выберите самостоятельно)?

2. Самообучение слоя Кохонена используется для формирования 3-х кластеров. Каждый пример *х* в выборке данных характеризуется набором 2-х признаков. На такте *τ* самообучения сети установились следующие значения синаптических коэффициентов нейронов слоя Кохонена (значения нормированы):
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3. Нейроны слоя Кохонена объединены в одномерную карту. Карта содержит 4 нейрона. Входной вектор признаков *x* имеет размерность 2. На шаге обучения *t* на вход сети подан вектор признаков (0.6, 0.8). “Победителем” оказался 2-ой нейрон на карте, имеющий синаптические коэффициенты *w*2(*t*)= (0.72, 0.72). Значения синаптических коэффициентов остальных нейронов: *w*(*i*,*j*)(*t*)= (-0.6, -0.8). Напишите уравнения изменения синаптических коэффициентов нейронов карты и рассчитайте значения синаптических коэффициентов нейронов карты на следующем такте, если параметр самообучения равен 0.5, а функция, характеризующая множество настраиваемых нейронов и интенсивность их самообучения, задается выражением:
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Приведите графическую иллюстрацию и укажите нейроны, синаптические коэффициенты которых корректируются на текущем шаге самообучения.

4. В сети встречного распространения нейроны слоя Кохонена упорядочены в прямоугольной решётке размера 3\*5 и настраиваются по правилу самообучения карты Кохонена. Карта Кохонена осуществляет кластеризацию различных лекарств, используемых при лечении некоторого заболевания. Каждое лекарство характеризуется 12-ю медицинскими показателями. Слой Гроссберга содержит 1 нейрон, предназначенный для "окраски" кластеров, которые формируются нейронами карты Кохонена, стоимостью лекарства. Укажите состав переменных обучающей выборки нейрона слоя Гроссберга. Приведите фрагмент обучающей выборки. Напишите уравнение обучения нейрона слоя Гроссберга и рассчитайте значения синаптических коэффициентов на такте *τ* +1, если на такте *τ* на вход подаётся вектор признаков лекарства стоимостью 160 руб., а победителем оказался нейрон, расположенный в узле (2, 3) карты Кохонена. Известно, что на такте *τ* все компоненты вектора синаптических коэффициентов нейрона Гроссберга приняли значение 120, а параметр скорости обучения равен 0.3.

**Контрольная работа № 2 по курсу**

**"Нейронные сети "**

**Вариант № 3**

1. Задана выборка объектов, характеризующихся 2-мя признаками, на которую настраивается сеть Хопфилда на **биполярных** нейронах. Выборочные данные представлены в таблице.

|  |  |  |  |
| --- | --- | --- | --- |
|  | признаки | 1 | 2 |
| объекты |  |
| 1 | | -1 | -1 |
| 2 | | -1 | 1 |
| 3 | | 1 | 1 |

Рассчитайте значение энергетического функционала сети в аттракторах, считая, что сеть функционирует в асинхронном режиме. Сравните полученные значения и покажите, что полученный результат не противоречит теоретическому.

2. Самообучение слоя Кохонена используется для формирования 4-х кластеров. Каждый пример *х* в выборке данных характеризуется набором 2-х признаков. На такте *τ* самообучения сети установились следующие значения синаптических коэффициентов нейронов слоя Кохонена (значения нормированы):
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3. В топографичекой карте Кохонена расстояние *ρ* между нейронами оценивается как **максимальное координатное смещение**. Карта содержит 6 нейронов, расположенных в узлах прямоугольной решетки размера 3×2. Входной вектор признаков *x* имеет размерность 2. На шаге обучения *t* на вход сети подан вектор признаков (-0.6, 0.8). “Победителем” оказался нейрон, расположенный в узле (1, 2), имеющий синаптические коэффициенты *w*(1,2)(*t*)= (-1.0, 0). Значения синаптических коэффициентов остальных нейронов: *w*(*i*,*j*)(*t*)= (0.6, 0.8). Напишите уравнения изменения синаптических коэффициентов нейронов карты и рассчитайте значения синаптических коэффициентов нейронов карты на следующем такте, если параметр самообучения равен 0.5, а функция, характеризующая множество настраиваемых нейронов и интенсивность их самообучения, задается выражением:
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Приведите графическую иллюстрацию и укажите нейроны, синаптические коэффициенты которых корректируются на текущем шаге самообучения.

4. Сеть встречного распространения содержит слой Кохонена, состоящий из 3-х нейронов, и слой Гроссберга. Слой Гроссберга содержит 2 нейрона и применён для аппроксимации двух функций одного аргумента. На такте *τ* обучения слоя Гроссберга установились следующие значения синаптических коэффициентов каждого из 2-х нейронов:
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На такте (*τ*+1) обучения сети встречного распространения подаётся пример (*x*, *σ*1, *σ*2) = (0.5, 0.1, –1.0), при этом нейроном-победителем оказался третий нейрон слоя Кохонена. Напишите уравнения изменения синаптических коэффициентов нейронов слоя Гроссберга на такте обучения (*τ*+1) и вычислите их значения, полагая параметр обучения равным 0.5.

**Контрольная работа № 2 по курсу**

**"Нейронные сети "**

**Вариант № 4**

1. Сеть Хопфилда (сеть1) содержит 3 биполярных нейрона и имеет следующую матрицу синаптических связей:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAPAAcACQAAAACxVgEACQAAAyECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAegDxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gDwAApgYAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAALETCjmg8RIA2J/zd+Gf83cgIPV3dxRmUQQAAAAtAQAACAAAADIKkgXTDgEAAAD3eQgAAAAyCiIE0w4BAAAA93kIAAAAMgqyAtMOAQAAAPd5CAAAADIKiAbTDgEAAAD4eQgAAAAyCrwB0w4BAAAA9nkIAAAAMgqSBWMDAQAAAOd5CAAAADIKIgRjAwEAAADneQgAAAAyCrICYwMBAAAA53kIAAAAMgqIBmMDAQAAAOh5CAAAADIKvAFjAwEAAADmeQgAAAAyCiAGWQcBAAAALXkIAAAAMgrgA7sLAQAAAC15CAAAADIK4AM3AgEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9Xd3FGZRBAAAAC0BAQAEAAAA8AEAAAgAAAAyCiAG1QwBAAAAMHkIAAAAMgogBpMJAQAAADJ5CAAAADIKIAYzCQEAAAAueQgAAAAyCiAGcwgBAAAAMHkIAAAAMgogBj0FAQAAADN5CAAAADIKIAbdBAEAAAAueQgAAAAyCiAGHQQBAAAAMHkIAAAAMgrgA/UNAQAAADJ5CAAAADIK4AOVDQEAAAAueQgAAAAyCuAD1QwBAAAAMHkIAAAAMgrgA3MIAQAAADB5CAAAADIK4ANGBQEAAAAxeQgAAAAyCuAD5gQBAAAALnkIAAAAMgrgAyYEAQAAADB5CAAAADIKoAFrDQEAAAAzeQgAAAAyCqABCw0BAAAALnkIAAAAMgqgAUsMAQAAADB5CAAAADIKoAESCQEAAAAxeQgAAAAyCqABsggBAAAALnkIAAAAMgqgAfIHAQAAADB5CAAAADIKoAGnBAEAAAAweRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9Xd3FGZRBAAAAC0BAAAEAAAA8AEBAAgAAAAyCkAEQQEBAAAAMXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3dxRmUQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAxYAAQAAAFd5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AUXcUZlEAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

Постройте сеть Хопфилда на трёх бинарных нейронах (сеть 2), которая эквивалентна по своей динамике заданной сети (рассчитать синаптические коэффициенты и смещения). Рассчитайте энергетический функционал на нулевом и первом такте синхронного функционирования, если начальное состояние нейронов сети 1 - (–1, +1, +1), а возмущение сети 2 - (0, 1, 1). Сравните полученные результаты.

2. Самообучение слоя Кохонена используется для формирования 3-х кластеров. Каждый пример *х* в выборке данных характеризуется набором 2-х признаков. На такте *τ* самообучения сети установились следующие значения синаптических коэффициентов нейронов слоя Кохонена (значения нормированы):
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Напишите уравнения изменения синаптических коэффициентов сети, полагая, что на вход сети подан пример *x=*(–0.6, –0.8) и параметр самообучения равен 0.1. Рассчитайте новые значения векторов ![](data:image/x-wmf;base64,183GmgAAAAAAAGAFAAICCQAAAABzWQEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///63///8gBQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAGiBAEAAAApeQgAAAAyCmABDQQBAAAAMXkIAAAAMgpgAasBAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKuAEWAQEAAAAxeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAANQPCngNVfV3FlX1dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABHgMBAAAAK3kcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAAC9DwqmDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAQMCAQAAAHR5HAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKYAFAAAEAAAB3eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///63///9ABQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAHMBAEAAAApeQgAAAAyCmABNwQBAAAAMXkIAAAAMgpgAdUBAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKuAEvAQEAAAAyeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAMsPCpsNVfV3FlX1dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABSAMBAAAAK3kcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAADZDwqtDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAS0CAQAAAHR5HAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKYAFAAAEAAAB3eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAAIAFAAIBCQAAAACQWQEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKABRIAAAAmBg8AGgD/////AAAQAAAAwP///63///9ABQAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAG+BAEAAAApeQgAAAAyCmABKQQBAAAAMXkIAAAAMgpgAccBAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKuAEoAQEAAAAzeRwAAAD7AqD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAMsPCpMNVfV3FlX1dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABOgMBAAAAK3kcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAADEDwpIDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAR8CAQAAAHR5HAAAAPsCoP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAA1V9XcWVfV3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKYAFAAAEAAAB3eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

3. В топографичекой карте Кохонена расстояние *ρ* между нейронами оценивается как **евклидово расстояние**. Карта содержит 8 нейронов, расположенных в узлах прямоугольной решетки размера 2×4. Входной вектор признаков *x* имеет размерность 2. На шаге обучения *t* на вход сети подан вектор признаков (0.6, 0.8). “Победителем” оказался нейрон, расположенный в узле (1, 2), имеющий синаптические коэффициенты *w*(1,2)(*t*)= (0.72, 0.72). Значения синаптических коэффициентов остальных нейронов: *w*(*i*,*j*)(*t*)= (-1.0, 0.0). Напишите уравнения изменения синаптических коэффициентов нейронов карты и рассчитайте значения синаптических коэффициентов нейронов карты на следующем такте, если параметр самообучения равен 0.5, а функция, характеризующая множество настраиваемых нейронов и интенсивность их самообучения, задается выражением:

![](data:image/x-wmf;base64,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)

Приведите графическую иллюстрацию и укажите нейроны, синаптические коэффициенты которых корректируются на текущем шаге самообучения.

4. Сеть встречного распространения содержит слой Кохонена, состоящий из 3-х нейронов, и слой Гроссберга. Слой Гроссберга содержит 2 нейрона и применён для формирования двух классов. На такте *τ* обучения слоя Гроссберга установились следующие значения синаптических коэффициентов каждого из 2-х нейронов:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAUAAIACQAAAACxSAEACQAAAx0CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgFBIAAAAmBg8AGgD/////AAAQAAAAwP///63///9gFAAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAHmEwEAAAApeQgAAAAyCmABURMBAAAAMXkIAAAAMgpgAfkSAQAAAC55CAAAADIKYAFJEgEAAAAweQgAAAAyCmABxREBAAAALHkIAAAAMgpgASURAQAAADN5CAAAADIKYAHNEAEAAAAueQgAAAAyCmABHRABAAAAMHkIAAAAMgpgAYkOAQAAACx5CAAAADIKYAHeDQEAAAAyeQgAAAAyCmABhg0BAAAALnkIAAAAMgpgAdYMAQAAADF5CAAAADIKYAF+DAEAAAAoeQgAAAAyCmABsQoBAAAAKXkIAAAAMgpgAYoIAQAAACx5CAAAADIKYAFhBgEAAAAseQgAAAAyCmABVAQBAAAAKHkIAAAAMgpgAYcCAQAAACl5CAAAADIKYAFeAQEAAAAoeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBogkCAAAAMTMIAAAAMgq4AXkHAgAAADEyCAAAADIKuAFhBQIAAAAxMQgAAAAyCrgByQABAAAAMTEcAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAA9DAowDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgARMPAQAAAC0xCAAAADIKYAF0CwEAAAA9MQgAAAAyCmABSgMBAAAAPTEcAAAA+wKg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAQ4JAQAAAHYxCAAAADIKYAHlBgEAAAB2MQgAAAAyCmABzQQBAAAAdjEIAAAAMgpgATUAAQAAAHYxHAAAAPsCoP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAAPQwKMQ1V9XcWVfV3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKYAG2AQEAAAB0MQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), ![](data:image/x-wmf;base64,183GmgAAAAAAACAUAAIACQAAAAAxSAEACQAAAxUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgFBIAAAAmBg8AGgD/////AAAQAAAAwP///63////gEwAArQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ADVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAFyEwEAAAApeQgAAAAyCmABwhIBAAAAOXkIAAAAMgpgAWoSAQAAAC55CAAAADIKYAG6EQEAAAAweQgAAAAyCmABNhEBAAAALHkIAAAAMgpgAZAQAQAAADV5CAAAADIKYAE4EAEAAAAueQgAAAAyCmABiA8BAAAAMHkIAAAAMgpgAQQPAQAAACx5CAAAADIKYAF0DgEAAAAxeQgAAAAyCmABHA4BAAAALnkIAAAAMgpgAWwNAQAAADB5CAAAADIKYAHzDAEAAAAoeQgAAAAyCmABJgsBAAAAKXkIAAAAMgpgAeYIAQAAACx5CAAAADIKYAGkBgEAAAAseQgAAAAyCmABfgQBAAAAKHkIAAAAMgpgAbECAQAAACl5CAAAADIKYAGIAQEAAAAoeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCrgBFwoCAAAAMjMIAAAAMgq4AdUHAgAAADIyCAAAADIKuAGkBQIAAAAyMQgAAAAyCrgB4gABAAAAMjEcAAAA+wKg/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAABEDQrdDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAekLAQAAAD0xCAAAADIKYAF0AwEAAAA9MRwAAAD7AqD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgANVfV3FlX1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABagkBAAAAdjEIAAAAMgpgASgHAQAAAHYxCAAAADIKYAH3BAEAAAB2MQgAAAAyCmABNQABAAAAdjEcAAAA+wKg/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABEDQreDVX1dxZV9XcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAeABAQAAAHQxCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAEAAAABAAAAAAAwAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

На такте (*τ*+1) обучения при подаче на сеть встречного распространения очередного обучающего примера, принадлежащего **второму классу**, активным оказался **второй нейрон слоя Кохонена**. Известно, что желаемой реакцией слоя Гроссберга на пример **второго класса** является вектор ![](data:image/x-wmf;base64,183GmgAAAAAAAAAKQAIACQAAAABRVgEACQAAA+cBAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAKEwAAACYGDwAcAP////8AAAAAEAAAAMD///+m////wAkAAOYBAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAuMBoAEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4Afaj0d4ao9HcBAAAAAAAwAAQAAAAtAQAACgAAADIKAAAAAAIAAAAxMg0CvAEFAAAAFAKAATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAH2o9HeGqPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAEwAAADIKAAAAAAgAAAAoLCkoMSwxKe8BJAL+AVwBnABmAKIAAAMFAAAAFAKAAaAAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHdAAAAAkwoKHX2o9HeGqPR3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABzc/UBAAMFAAAAFAKAAR8FHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHdAAAAANwUKbX2o9HeGqPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAA9LbABAAOfAAAAJgYPADQBTWF0aFR5cGVVVSgBBQEABQJEU01UNQAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIIoAAIEhMMDcwMAGwAACwEAAgCIMQAAAQEACgIAgiwAAgSEwwNzAwAbAAALAQACAIgyAAABAQAKAgCCKQACBIY9AD0CAIIoAAIEhhIiLQIAiDEAAgCCLAACAIgxAAIAgikAAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAAAAAAAAQAAAAAAMAAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Напишите уравнения изменения синаптических коэффициентов слоя Гроссберга на такте обучения (*τ*+1) и вычислите их значения, полагая параметр обучения равным 0.6.