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library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(plyr)

## Warning: package 'plyr' was built under R version 4.0.3

## ------------------------------------------------------------------------------

## You have loaded plyr after dplyr - this is likely to cause problems.  
## If you need functions from both plyr and dplyr, please load plyr first, then dplyr:  
## library(plyr); library(dplyr)

## ------------------------------------------------------------------------------

##   
## Attaching package: 'plyr'

## The following objects are masked from 'package:dplyr':  
##   
## arrange, count, desc, failwith, id, mutate, rename, summarise,  
## summarize

library(caret)

## Warning: package 'caret' was built under R version 4.0.3

## Loading required package: lattice

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.0.3

# library(class)##Keep  
library(e1071)

## Warning: package 'e1071' was built under R version 4.0.3

# library(FNN) ##Keep  
# library(gmodels) ##Keep  
# library(psych)##May Need  
library(klaR)

## Warning: package 'klaR' was built under R version 4.0.4

## Loading required package: MASS

## Warning: package 'MASS' was built under R version 4.0.3

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

library(nnet)  
library(MASS)  
library(rpart)  
library(mlbench)

## Warning: package 'mlbench' was built under R version 4.0.4

library(randomForest)

## Warning: package 'randomForest' was built under R version 4.0.3

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

## The following object is masked from 'package:dplyr':  
##   
## combine

library(party)

## Warning: package 'party' was built under R version 4.0.4

## Loading required package: grid

## Loading required package: mvtnorm

## Warning: package 'mvtnorm' was built under R version 4.0.3

## Loading required package: modeltools

## Warning: package 'modeltools' was built under R version 4.0.3

## Loading required package: stats4

##   
## Attaching package: 'modeltools'

## The following object is masked from 'package:plyr':  
##   
## empty

## Loading required package: strucchange

## Warning: package 'strucchange' was built under R version 4.0.4

## Loading required package: zoo

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

## Loading required package: sandwich

## Warning: package 'sandwich' was built under R version 4.0.3

library(ipred)

## Warning: package 'ipred' was built under R version 4.0.4

library(ROCR)

## Warning: package 'ROCR' was built under R version 4.0.4

data(BreastCancer)

# remove missing values  
BreastCancer <- na.omit(BreastCancer)   
# remove the unique identifier  
BreastCancer$Id <- NULL  
# partition the data set for 60% training and 40% evaluation   
set.seed(1234)   
smp\_size <- floor(0.6 \* nrow(BreastCancer))  
train\_ind <- sample(seq\_len(nrow(BreastCancer)), size = smp\_size)  
train.df <- BreastCancer[train\_ind, ]  
eval.df <- BreastCancer[-train\_ind, ]

mysvm <- svm(Class ~ ., train.df)  
mysvm.pred <- predict(mysvm, eval.df)

mynb <- NaiveBayes(Class ~ ., train.df)  
mynb.pred <- predict(mynb,eval.df)

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 1

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 4

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 8

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 11

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 13

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 18

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 20

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 24

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 25

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 26

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 27

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 28

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 32

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 37

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 43

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 44

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 61

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 63

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 64

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 68

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 71

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 73

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 84

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 85

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 87

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 90

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 92

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 93

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 95

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 96

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 101

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 102

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 104

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 106

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 107

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 108

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 110

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 118

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 124

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 131

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 132

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 135

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 141

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 143

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 144

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 153

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 155

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 162

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 163

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 164

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 165

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 173

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 174

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 181

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 182

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 183

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 190

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 191

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 196

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 202

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 216

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 218

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 226

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 238

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 239

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 250

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 258

## Warning in FUN(X[[i]], ...): Numerical 0 probability for all classes with  
## observation 274

mynnet <- nnet(Class ~ ., train.df, size=1)

## # weights: 83  
## initial value 280.286547   
## iter 10 value 16.065766  
## iter 20 value 0.233822  
## iter 30 value 0.008314  
## iter 40 value 0.001200  
## iter 50 value 0.000242  
## final value 0.000085   
## converged

mynnet.pred <- predict(mynnet,eval.df,type="class")

mytree <- rpart(Class ~ ., train.df)  
plot(mytree); text(mytree) # in "iris\_tree.ps"

![](data:image/png;base64,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)

summary(mytree)

## Call:  
## rpart(formula = Class ~ ., data = train.df)  
## n= 409   
##   
## CP nsplit rel error xerror xstd  
## 1 0.8040541 0 1.0000000 1.0000000 0.06566406  
## 2 0.0472973 1 0.1959459 0.2229730 0.03721581  
## 3 0.0100000 3 0.1013514 0.1554054 0.03147996  
##   
## Variable importance  
## Cell.size Cell.shape Epith.c.size Bare.nuclei Bl.cromatin   
## 21 18 16 15 15   
## Normal.nucleoli Marg.adhesion   
## 14 1   
##   
## Node number 1: 409 observations, complexity param=0.8040541  
## predicted class=benign expected loss=0.3618582 P(node) =1  
## class counts: 261 148  
## probabilities: 0.638 0.362   
## left son=2 (242 obs) right son=3 (167 obs)  
## Primary splits:  
## Cell.size splits as LLRRRRRRRR, improve=137.9948, (0 missing)  
## Cell.shape splits as LLLRRRRRRR, improve=131.6266, (0 missing)  
## Epith.c.size splits as LLRRRRRRRR, improve=122.0599, (0 missing)  
## Bl.cromatin splits as LLLRRRRRRR, improve=119.9556, (0 missing)  
## Bare.nuclei splits as LLRRRRRRRR, improve=119.7315, (0 missing)  
## Surrogate splits:  
## Cell.shape splits as LLRRRRRRRR, agree=0.932, adj=0.832, (0 split)  
## Epith.c.size splits as LLRRRRRRRR, agree=0.910, adj=0.778, (0 split)  
## Bl.cromatin splits as LLLRRRRRRR, agree=0.875, adj=0.695, (0 split)  
## Bare.nuclei splits as LRRRRRRRRR, agree=0.866, adj=0.671, (0 split)  
## Normal.nucleoli splits as LLRRRRRRRR, agree=0.866, adj=0.671, (0 split)  
##   
## Node number 2: 242 observations  
## predicted class=benign expected loss=0.02066116 P(node) =0.591687  
## class counts: 237 5  
## probabilities: 0.979 0.021   
##   
## Node number 3: 167 observations, complexity param=0.0472973  
## predicted class=malignant expected loss=0.1437126 P(node) =0.408313  
## class counts: 24 143  
## probabilities: 0.144 0.856   
## left son=6 (24 obs) right son=7 (143 obs)  
## Primary splits:  
## Bare.nuclei splits as LRRRRRRRRR, improve=12.984660, (0 missing)  
## Cell.size splits as LLLRRRRRRR, improve=10.358510, (0 missing)  
## Cell.shape splits as LLLRRRRRRR, improve= 9.792951, (0 missing)  
## Marg.adhesion splits as LLRRRRRRRR, improve= 8.414435, (0 missing)  
## Bl.cromatin splits as LLRRRRRRRR, improve= 8.197823, (0 missing)  
## Surrogate splits:  
## Cell.shape splits as LRRRRRRRRR, agree=0.886, adj=0.208, (0 split)  
## Bl.cromatin splits as LRRRRRRRRR, agree=0.886, adj=0.208, (0 split)  
##   
## Node number 6: 24 observations, complexity param=0.0472973  
## predicted class=benign expected loss=0.375 P(node) =0.05867971  
## class counts: 15 9  
## probabilities: 0.625 0.375   
## left son=12 (14 obs) right son=13 (10 obs)  
## Primary splits:  
## Cell.size splits as LLLRRRRRRR, improve=9.450000, (0 missing)  
## Epith.c.size splits as LLLRRRRRRR, improve=7.977273, (0 missing)  
## Marg.adhesion splits as LLLLRRRRRR, improve=7.720588, (0 missing)  
## Cell.shape splits as LLLRRRRRRR, improve=6.750000, (0 missing)  
## Bl.cromatin splits as LLLL--RR-R, improve=6.000000, (0 missing)  
## Surrogate splits:  
## Cell.shape splits as LLLRRRRRRR, agree=0.917, adj=0.8, (0 split)  
## Marg.adhesion splits as LLRRRRRRRR, agree=0.917, adj=0.8, (0 split)  
## Epith.c.size splits as LLLRRRRRRR, agree=0.875, adj=0.7, (0 split)  
## Bl.cromatin splits as LLLL--LR-R, agree=0.833, adj=0.6, (0 split)  
## Normal.nucleoli splits as LLR----LRR, agree=0.833, adj=0.6, (0 split)  
##   
## Node number 7: 143 observations  
## predicted class=malignant expected loss=0.06293706 P(node) =0.3496333  
## class counts: 9 134  
## probabilities: 0.063 0.937   
##   
## Node number 12: 14 observations  
## predicted class=benign expected loss=0 P(node) =0.03422983  
## class counts: 14 0  
## probabilities: 1.000 0.000   
##   
## Node number 13: 10 observations  
## predicted class=malignant expected loss=0.1 P(node) =0.02444988  
## class counts: 1 9  
## probabilities: 0.100 0.900

mytree.pred <- predict(mytree,eval.df,type="class")

ans <- numeric(length(eval.df[,1]))  
for (i in 1:length(eval.df[,1])) {  
 mytree <- rpart(Class ~ ., eval.df[-i,])  
 mytree.pred <- predict(mytree,eval.df[i,],type="class")  
 ans[i] <- mytree.pred  
}  
ans <- factor(ans,labels=levels(eval.df$Class))

myrda <- rda(Class ~ ., train.df)  
myrda.pred <- predict(myrda, eval.df)

myrf <- randomForest(Class ~ ., train.df)  
myrf.pred <- predict(myrf, eval.df)

#Convert predictions to df  
myrfResults <- data.frame(myrf.pred)  
myrdaResults <- data.frame(myrda.pred)  
LOOCVResults <- data.frame(ans)  
DTResults <- data.frame(mytree.pred)  
NNResults <- data.frame(mynnet.pred)  
NBResults <- data.frame(mynb.pred)  
SVMResults <- data.frame(mysvm.pred)  
  
#Create combinded df with all results  
combinedresults <- cbind(myrfResults[, 1], myrdaResults[, 1], LOOCVResults, DTResults, NNResults, NBResults[, 1], SVMResults)

## Warning in data.frame(..., check.names = FALSE): row names were found from a  
## short variable and have been discarded

#rename columns in combined df  
names(combinedresults) <- c("rfPred","rdaPred", "LOOCVPred", "DTPred", "NNPred", "NBPred","SVPred")  
  
#Convert results to numerical and sum  
sumPred <- ifelse(combinedresults$rfPred %in% "malignant",1,0) + ifelse(combinedresults$rdaPred %in% "malignant",1,0) + ifelse(combinedresults$LOOCVPred %in% "malignant",1,0) + ifelse(combinedresults$DTPred %in% "malignant",1,0)+ ifelse(combinedresults$NNPred %in% "malignant",1,0)+ ifelse(combinedresults$NBPred %in% "malignant",1,0)+ ifelse(combinedresults$SVPred %in% "malignant",1,0)  
  
#If majority malignant then malignant  
allPred <- ifelse(sumPred > 3, "malignant", "benign")

#create a df to store each models accuracy  
accuracy.df <- data.frame(PredModel = c("AllPred","rfPred","rdaPred", "LOOCVPred", "DTPred", "NNPred", "NBPred","SVPred"), accuracy = rep(0, 8))  
  
#Get AllPred Accuracy  
accuracy.df[1,2] <- confusionMatrix(as.factor(allPred), as.factor(eval.df$Class))$overall[1]  
  
#Get rfPred Accuracy  
accuracy.df[2,2] <- confusionMatrix(as.factor(combinedresults$rfPred), as.factor(eval.df$Class))$overall[1]  
  
#Get rdaPred Accuracy  
accuracy.df[3,2] <- confusionMatrix(as.factor(combinedresults$rdaPred), as.factor(eval.df$Class))$overall[1]  
  
#Get LOOCVPred Accuracy  
accuracy.df[4,2] <- confusionMatrix(as.factor(combinedresults$LOOCVPred), as.factor(eval.df$Class))$overall[1]  
  
#Get DTPred Accuracy  
accuracy.df[5,2] <- confusionMatrix(as.factor(combinedresults$DTPred), as.factor(eval.df$Class))$overall[1]  
  
#Get NNPred Accuracy  
accuracy.df[6,2] <- confusionMatrix(as.factor(combinedresults$NNPred), as.factor(eval.df$Class))$overall[1]  
  
#Get NBPred Accuracy  
accuracy.df[7,2] <- confusionMatrix(as.factor(combinedresults$NBPred), as.factor(eval.df$Class))$overall[1]  
  
#Get SVPred Accuracy  
accuracy.df[8,2] <- confusionMatrix(as.factor(combinedresults$SVPred), as.factor(eval.df$Class))$overall[1]  
  
#Return Accuracy Calculations  
accuracy.df

## PredModel accuracy  
## 1 AllPred 0.9744526  
## 2 rfPred 0.9708029  
## 3 rdaPred 0.9708029  
## 4 LOOCVPred 0.9306569  
## 5 DTPred 0.3321168  
## 6 NNPred 0.9489051  
## 7 NBPred 0.9744526  
## 8 SVPred 0.9708029

#Using the majority approach matched the best output from using any single model. Only 1 of the original models would have produced the same level of accuracy, but the other 6 if used in isolation would have produced a worse prediction. Using the ensemble corrects for the predictive deficiency of the other models.