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Весь код написан на C#. Все основные методы для работы матрицами ( транспонирование , умножение, нахождение обратной матрицы и т.д ) реализованы мной. Из библиотек C# я использовал основную библиотеку (циклы , условные , логические операторы и т.д ), библиотеку Random (для генерации случайных чисел), библиотеку Math, для таких операций как определение знака числа, возведение в степень и т.д. То есть я использовал готовые методы только для основной работы с числами.

1. Заполнить верхний треугольник матрицы 𝐴 размером 256 × 256, а также вектор 𝑦 длиной 256 рациональными случайными числами из полуинтервала [−2𝑁⁄4, 2𝑁⁄4) так, чтобы каждое число представляло собой десятичную дробь не менее чем с 13 значащими цифрами. Другими словами, должна быть ненулевая вероятность попасть в ячейку любого числа, начинающегося с тринадцати любых цифр. Нижний треугольник матрицы 𝐴 заполнить таким образом, чтобы выполнялось 𝐴 = 𝐴𝑇. Диагональные элементы получить из формулы 𝑎𝑖𝑖 = ∑𝑗≠𝑖|𝑎𝑖𝑗|. Умножив матрицу 𝐴 на вектор 𝑦 получить вектор правой части 𝑏. Таким образом имеем СЛАУ 𝐴𝑥 = 𝑏, точным решением которой является вектор 𝑦.
2. Найти число обусловленности матрицы 𝐴, вычислив 𝐴−1 методом Гаусса-Жордана, в качестве нормы матрицы выбрать кубическую норму.
3. Решить СЛАУ 𝐴𝑥 = 𝑏 методом Гаусса с выбором главного элемента по матрице.
4. Получить 𝐿𝑈𝑃-разложение матрицы 𝐴 и решить полученную систему 𝐿𝑈𝑥 = 𝑏̃.
5. Решить СЛАУ 𝐴𝑥 = 𝑏 методом квадратного корня.
6. Получить максимально точное решение СЛАУ 𝐴𝑥 = 𝑏 методом релаксации с параметром (𝑁 + 1)/6.
7. Решить СЛАУ 𝐴𝑥 = 𝑏 методом отражений.
8. Из имеющейся матрицы 𝐴 получить матрицу 𝐴̃ – подматрица матрицы 𝐴, размером 256 × 20𝑁, расположенная в левом верхнем углу (первые 20𝑁 столбцов матрицы 𝐴). Решить линейную задачу наименьших квадратов ‖𝐴̃ 𝑥 − 𝑏‖ → min.
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1. Решить СЛАУ 𝐴𝑥 = 𝑏 обобщенным методом минимальных невязок (GMRES), построенным на основе подпространств Крылова.
2. Используя алгоритм Арнольди решить СЛАУ 𝐴𝑥 = 𝑏 обобщенным методом минимальных невязок (GMRES), построенным на основе ортонормированного базиса подпространств Крылова.
3. Проделать пункты 1-10 сто раз и вывести отчёт в формате .txt. В отчет должно входить:
   * Минимальное и максимальное число обусловленности, а также среднее арифметическое для всех матриц. Матрицу с максимальным числом обусловленности необходимо сохранить в отдельный файл (понадобится позже).

Минимальное число обусловленности: 2637,146

Максимальное число обусловленности: 1229988,2

Среднее значение числа обусловленности: 35672,656

* + Среднее время нахождения обратной матрицы.

200 мс

* + Минимальная, максимальная и средняя норма разности решения, полученного методом Гаусса, с точным решением 𝑦. В качестве нормы вектора взять кубическую норму.

Максимальная норма: 0.65

Минимальная норма: 0.0007297

Средняя норма: 0.038

* + Среднее время решения СЛАУ методом Гаусса.

132,36 мс

* + Среднее время построения 𝐿𝑈𝑃-разложения.

55,8 мс

* + Минимальная, максимальная и средняя норма разности решения, полученного решением СЛАУ 𝐿𝑈𝑥 = 𝑏̃, с точным решением 𝑦.

Максимальная норма: 0.0028

Минимальная норма: 0.000045

Средняя норма: 0.00035

* + Среднее время решения СЛАУ 𝐿𝑈𝑥 = 𝑏̃.

0.03мс

* + Минимальная, максимальная и средняя норма разности решения, полученного методом квадратного корня, с точным решением 𝑦.

Максимальная норма: 0.00023

Минимальная норма: 0.000007

Средняя норма: 0.0003

* + Среднее время решения СЛАУ методом квадратного корня.

Среднее время: 40,25 мс

* + Среднее время решения СЛАУ методом отражений.

Среднее время 50 мс

Выводы по полученным результатам:

Как видим, все основные методы решения СЛАУ без заранее составленного разложения выполняются приблизительно за одно и то же время. Что касается метода Гауса с выбором главного элемента по матрице. Он выполнялся в среднем в 2 раза дольше. Это возможно связано с тем , что время тратится на частую перестановку столбцов и строк, а так же на множественную реолокацию памяти вызванную в данном методе ( это хорошо видно , если при анализе производительности использовать стороннее ПО). Поэтому, можно считать , что “Чистое” время выполнение алгоритма совпадает с временем выполнения алгоритмов и того же семейства ( без заведомо известных разложений). Сложность данных алгоритмов составляет O(n^3).

Что касается алгоритмов с заранее известными разложениями, они значительно превосходят предыдущее семейство. Так например при известном LUP - разложении , решение находится почти мгновенно ( 0.03 мс)

Сложность данных алгоритмов составляет O(n^2) так как решение состоит из решения двух систем с треугольными матрицами ( O(n^2) каждая).

Все нормы полученные в результате эксперимента крайне малы, что говорит, о том, что в реализации данных методов было проведено минимум действий способных повлиять на точность вычислений. Исключение как и следовало ожидать составляет метод Гауса. В нем за счет , хоть и более точного, но все же “Зануления в лоб” мы получили сильно большую норму, что свидетельствует о том, что данный подход является нежелательным при решении СЛАУ, хотя и может являться самым выигрышным по памяти (так как мы не храним никаких разложений)

При работе с матрицей перестановок, я использовал вектор вместо матрицы, что значительно сократило расходы по памяти.

Заключение выводов об опыте:

Если система A меняется, и числа в ней не по модулю не сильно большие и не сильно маленькие (|a|>1), то стандартным способом ее решения будет метод Гауса с выбором главного элемента ( в особых случаях можно использовать прямой ход).

Если же система не меняется (меняется только вектор B). То будет дешевле заранее разложить матрицу A (разложение может быть любой из стандартных). Информацию о разложении можно по памяти поместить в одну матрицу равную размеру матрицы A и в худшем случае появится еще вектор перестановок. То есть мы можем максимум потерять память под N чисел (при матрице N x N). При известном разложении, мы можем “бесплатно” (за O(n^2)) получить решение системы, что на порядок быстрее обычного прямого хода Гауса.

1. Исследовать (путём решения нескольких СЛАУ) влияние возмущения вектора b на погрешность полученного решения для матрицы с максимальным числом обусловленности (сравнить с теоретической оценкой). Сделайте соответствующие выводы.

При исследовании было обнаружено, что даже небольшие возмущения вектора b приводят к существенным отличиям решения X.

Вот как меняется кубическая норма разности полученных решений между собой при каждом увеличении вектора b на 0.1 ( Было проведен о 5 опытов)
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Видим, что при увеличении вектора b на 0.1 кубическая норма растет примерно на 1 целую.

Для сравнения, такой же опыт был проделан с матрицей с наименьшим числом обусловленности:

![](data:image/png;base64,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)

Как видим, в данном случае норма увеличивается всего на 0.03

Вывод: Большее число обусловленности содействует большему различию между решениями системы при изменении вектора b. То есть система становится более чувствительна к округлениям, что влечет за собой неточные расчеты при решении семейства данных систем.

1. Для матрицы размерности 4 × 4 (матрицу выбрать самостоятельно) выполнить пункты 2-10.

A =

1| 0| -1| 1|

0| 2| 4| 1|

-1| 4| 14| 0|

1| 1| 0| 2|

Число обусловленности: 190

Обратная матрица =

3,3333335 | 1,9999998 | -0,33333334| -2,6666665|

2 | 4 | -1 | -3|

-0,33333334 | -1 | 0,33333334 | 0,6666666|

-2,6666665 | -2,9999998 | 0,6666666 | 3,3333333|

Решено методом Гауса с выбором главного элемента по матрице:

X = (18,999998| 26,999996| -5| -21,999998|)

LUP – разложение матрицы A

L =

1 | 0 | 0 | 0|

-1| 1 | 0 | 0|

0 | 0,5 | 1 | 0|

1 | 0,25| 0,9| 1|

U =

1| 0| -1 | 1|

0| 4| 13 | 1|

0| 0| -2,5 | 0,5|

0| 0| 0 | 0,3|

P = 0 | 2 | 1 | 3 |

Решение при помощи LUP:

X = 19 | 27 | -5 | -22|

Решение методом квадратного корня:

X =

18,999996|

26,999994|

-4,9999986|

-21,999994|

Решено методом отражений:

X =

18,99999|

26,999994|

-4,999999|

-21,999992|