*Grupo 5 21/03/2025*

**Explicación de Estructuras**

El proyecto que se desarrolló consiste en un intérprete básico para un subconjunto del lenguaje LISP, con ayuda del lenguaje de programación Java. Está compuesto de varias clases, cada una con diferentes funciones, que en conjunto permiten realizar la tokenización, parsing y evaluación de expresiones. "El lenguaje Lisp, diseñado por John McCarthy en 1958, es uno de los lenguajes funcionales más antiguos y sigue siendo relevante en la programación moderna debido a su simplicidad y flexibilidad.” (Soler, 2024).

***Clase Main (Controlador Principal)***

Es la clase que contiene el método *main()* y actúa como punto de entrada de la aplicación. Su objetivo es crea en un contexto de ejecución, tokenizar las expresiones LISP, parsearlas y evaluarlas. Este es un patrón clásico de separación entre entrada, procesamiento y salida en la programación estructurada. “(…) crear objetos mutar sus propiedades y mostrarlas en el método main() de la clase Main.” (Bonaparte, 2012).

***Clase Lexer***

“(…) dividir este código en componentes que contengan las palabras claves del código u operadores; estas palabras claves se van a llamar token. Este proceso realizado para obtener los tokens es lo que se conoce como Analizador Léxico o Lexer en inglés.” (Lamas, 2024). Para este proyecto implementa:

* Extracción de números, símbolos y paréntesis.
* Validación de paréntesis balanceados con el método *BalanceParentesis()* para evitar errores en la fase de parsing.

***Clase Token***

Define la estructura de cada token con un enum Tipo (NUMBER, SYMBOL, LPAREN, RPAREN) para clasificar su tipo, y almacena su valor original. Incluye la lógica para determinar si un String es numérico, usando *Double.parseDouble()*. Esta clasificación es importante en compiladores e intérpretes, donde cada token se asocia a un tipo léxico. “La información de los tokens generados se procesará por diferentes estructuras de datos (…).” (Lamas, 2024)

***Clase Parser***

Implementa el parser recursivo para construir un árbol de expresiones a partir de la lista de tokens. Este árbol es una representación jerárquica de la expresión original, siguiendo el estilo clásico de los lenguajes funcionales.

* Distingue entre átomos y listas de expresiones *(ListExpression)*
* Lanza errores cuando encuentra expresiones mal formadas (Ejemplo: Listas vacías)

“(…) función diseñada para interactuar eficazmente con las estructuras y enumeraciones definidas por el Analizador Léxico, distinguiendo las diferentes propiedades y atributos.”) (Lamas, 2024)

***Clase abstracta Expression***

Esta es la clase abstracta que obliga a todas las expresiones a implementar el método *evaluar(Context)*. Esto muestra que permite que ambas expresiones compartan la interfaz de evaluación. “(…) se genera un árbol de sintaxis abstracta donde se mostrarán todos los datos generados en la fase del analizador sintáctico.” (Lamas, 2024)

***Clase Atom***

Representa átomos individuales (números o símbolos). Esto pasa cuando se evalúa:

* Si es un número, devuelve el valor
* Si es un símbolo, busca el valor en el contexto actual
* Si es “T”, retorna 1, que es true en LISP
* Si es “NIL”, retorna 0, que es false

***Clase ListExpression***

Modela las listas de expresiones LISP, depende del operador recibido reacciona:

* Soporta operadores básicos, como +, -, \*, /
* Define funciones con defun y variables con setq
* Soporta recursión a través de la evaluación de funciones definidas por el usuario.

“(…) hacen posible generar unidades básicas en las expresiones, según cierta prioridad, o asociatividad.” (Jeltsch, s.f.)

***Clase Evaluator***

Encapsula la lógica de evaluación de primitivas LISP como:

* Listp, atom, equals, cond, <, >
* Llama a funciones definidas con defun

***Clase Context***

Esta clase almacena variables y funciones definidas. Es un entorno de ejecución similar al concepto de **ambiente léxico** en lenguajes funcionales. Esta clase asegura la gestión del **estado** entre las expresiones evaluadas.

El proyecto demuestra la implementación de un intérprete LISP, destacando la importancia de estructuras como tokens, análisis léxico y sintáctico, y la ejecución de expresiones. Las clases Parser, Token, Lexer y las representaciones de expresiones ilustran como organizar y evaluar el código de manera estructurada. Se refleja como conceptos abstractos de compilación se aplican para resolver problemas concretos, mostrando la importancia de herramientas como Lisp en el desarrollo de intérpretes y sistemas de programación

Estructura List

La Lista es una estructura de datos muy importante en los lenguajes de programación donde:

* + representa una colección de elementos ordenados.
  + puede contener elementos repetidos.
  + cada elemento de la lista tiene un índice que lo ubica dentro de la misma

Una implementación muy común de lista es la llamada **lista enlazada**, en donde se representa internamente como **Nodos.**

Estructura Map

es un contenedor de elementos que se almacenan como una combinación de claves y sus valores correspondientes. Los mapas, a diferencia de las matrices o listas, utilizan claves únicas para identificar y acceder a sus valores asociados. Esto permite una rápida recuperación y modificación de datos sin necesidad de conocer el índice o la posición específicos.

Los mapas permiten operaciones de búsqueda y recuperación eficientes basadas en la clave. Al utilizar una estructura de datos subyacente, como un árbol de búsqueda binario balanceado o una tabla hash, los mapas pueden lograr una complejidad temporal constante o logarítmica para operaciones comunes. (Blog, 2023)

Estructura de Árbol

Los Árboles son las estructuras de datos más utilizadas, pero también una de las más complejas, Los Árboles se caracterizan por almacenar sus nodos en forma jerárquica y no en forma lineal como las listas ligadas, colas, pilas, etc.

* Cada generación tiene un número de Nivel distinto que las demás generaciones.
* Un árbol vacío tiene 0 niveles
* El nivel de la Raíz es 1
* El nivel de cada nodo se calculado contando cuantos nodos existen sobre él, hasta llegar a la raíz + 1, y de forma inversa también se podría, contar cuantos nodos existes desde la raíz hasta el nodo buscado + 1. (oblancarte, 2014)
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