**Assignment 1- Part 2**

**PCA Assignment**

1. **Problems and Solution**
   1. Load the data into a pandas dataframe.

Q1. Load the data

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

date open high low close volume Name

0 08/02/2013 15.07 15.12 14.63 14.75 8407500 AAL

1 11/02/2013 14.89 15.01 14.26 14.46 8882000 AAL

2 12/02/2013 14.45 14.51 14.10 14.27 8126000 AAL

3 13/02/2013 14.30 14.94 14.25 14.66 10259500 AAL

4 14/02/2013 14.94 14.96 13.16 13.99 31879900 AAL

... ... ... ... ... ... ... ...

619035 01/02/2018 76.84 78.27 76.69 77.82 2982259 ZTS

619036 02/02/2018 77.53 78.12 76.73 76.78 2595187 ZTS

619037 05/02/2018 76.64 76.92 73.18 73.83 2962031 ZTS

619038 06/02/2018 72.74 74.56 72.13 73.27 4924323 ZTS

619039 07/02/2018 72.70 75.00 72.69 73.86 4534912 ZTS

[619040 rows x 7 columns]

* 1. Sort names in alphabetical order. How many are there? List the first and last 5 names.

Q2. Sorting names

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Total number of unique names 505

first 5 names

A AAL AAP AAPL ABBV

last 5 names

ZTS ZION ZBH YUM XYL

* 1. Remove names whose first date is after 1st Jan 2014 or the last date is before 31st Dec 2017.
     1. Which names were removed?
     2. How many are left?

Q3. Names with first date after 1/1/2014 or last date before 31/12/2017

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

APTV , BHF , BHGE , CFG , CSRA , DWDP , DXC , EVHC , FTV , GOOG , HLT , HPE , HPQ , INFO , KHC , NAVI , PYPL , QRVO , SYF , UA , WLTW , WRK ,

Number of elements removed 22

Number of elements remaining 483

* 1. Identify the dates that are common and remove which are before 1st Jan 2014 or after 31st Dec 2017.
     1. How many dates are there?
     2. What are the first and last 5 dates?

Q4. Dates that are common to all the remaining names

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Total number of dates 607342

Number of dates removed that are before 1/1/2014 or after 31/12/2017 1050

Number of dates in the selected period range 994

first 5 dates in the range

02/01/2014

03/01/2014

06/01/2014

07/01/2014

08/01/2014

last 5 dates in the range

29/12/2017

28/12/2017

27/12/2017

26/12/2017

22/12/2017

* 1. Build a new pandas dataframe which has a column for the names and a row for the dates
     1. Dataframe populatedwith the “close” values for each corresponding name and date.

Q5. Dataframe created with dates in row and names in column

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

AAL AAPL AAP ABBV ABC ABT ACN ... XRAY XRX XYL YUM ZBH ZION ZTS

Date ...

02/01/2014 25.360 79.0185 109.74 51.98 69.89 38.23 81.13 ... 65.90 54.79 58.91 19.08 132.00 102.64 34.00

03/01/2014 26.540 77.2828 112.88 52.30 69.94 38.64 81.40 ... 66.11 54.90 58.70 19.09 134.14 103.06 34.43

06/01/2014 27.030 77.7042 111.80 50.39 69.69 39.15 80.54 ... 64.12 55.31 58.62 19.16 138.53 103.07 34.13

07/01/2014 26.905 77.1481 113.18 50.49 70.45 38.85 81.52 ... 64.66 55.50 58.83 19.48 138.98 104.42 34.12

08/01/2014 27.630 77.6371 112.30 50.36 71.14 39.20 82.15 ... 65.63 56.18 58.15 19.48 132.00 103.61 33.92

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

22/12/2017 52.590 175.0100 100.55 98.21 92.46 56.93 153.89 ... 52.70 59.69 18.94 134.98 102.03 32.72 92.98

26/12/2017 52.850 170.5700 101.96 97.75 93.25 57.00 152.99 ... 53.28 59.65 19.02 130.42 102.10 33.15 93.82

27/12/2017 52.400 170.6000 99.77 98.09 92.60 57.47 153.32 ... 53.52 59.73 19.00 129.85 102.73 33.40 94.13

28/12/2017 52.460 171.0800 99.71 97.79 92.59 57.46 153.57 ... 52.96 59.12 18.96 133.55 102.95 33.08 93.89

29/12/2017 52.030 169.2300 99.69 96.71 91.82 57.07 153.09 ... 53.98 59.50 19.18 133.17 102.49 33.82 96.73

[994 rows x 483 columns]

* 1. Create another dataframe containing returns calculated

Q6. Dataframe created with returns

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

AAL AAPL AAP ABBV ABC ... XYL YUM ZBH ZION ZTS

Date ...

03/01/2014 0.046530 -0.021966 0.028613 0.006156 0.000715 ... -0.003565 0.000524 0.016212 0.004092 0.012647

06/01/2014 0.018463 0.005453 -0.009568 -0.036520 -0.003574 ... -0.001363 0.003667 0.032727 0.000097 -0.008713

07/01/2014 -0.004624 -0.007157 0.012343 0.001985 0.010905 ... 0.003582 0.016701 0.003248 0.013098 -0.000293

08/01/2014 0.026947 0.006338 -0.007775 -0.002575 0.009794 ... -0.011559 0.000000 -0.050223 -0.007757 -0.005862

09/01/2014 0.064785 -0.012772 0.011131 0.017077 0.003374 ... 0.009802 0.011294 -0.030152 0.004536 0.009139

... ... ... ... ... ... ... ... ... ... ... ...

22/12/2017 -0.003789 0.000000 0.004195 0.003064 -0.005700 ... -0.003682 -0.002144 0.000098 -0.006377 0.009117

26/12/2017 0.004944 -0.025370 0.014023 -0.004684 0.008544 ... 0.004224 -0.033783 0.000686 0.013142 0.009034

27/12/2017 -0.008515 0.000176 -0.021479 0.003478 -0.006971 ... -0.001052 -0.004370 0.006170 0.007541 0.003304

28/12/2017 0.001145 0.002814 -0.000601 -0.003058 -0.000108 ... -0.002105 0.028494 0.002142 -0.009581 -0.002550

29/12/2017 -0.008197 -0.010814 -0.000201 -0.011044 -0.008316 ... 0.011603 -0.002845 -0.004468 0.022370 0.030248

[993 rows x 483 columns]

* 1. Calculate the principal components of the returns from step (6).

Q7. PCA

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

PCA with n\_components

0 1 2 3 4 5 ... 14 15 16 17 18

19

0 -0.048061 -0.031056 -0.065198 0.041084 0.001070 -0.022087 ... -0.017540 -0.017257 0.097240 0.045030 -0.004236 0.040478

1 -0.024635 -0.029663 -0.011169 -0.008450 -0.011588 -0.015363 ... -0.006762 -0.004439 -0.019051 0.027866 -0.026749 0.011907

2 -0.025896 -0.013753 0.020175 -0.003243 0.004733 -0.006696 ... -0.022194 -0.001648 -0.008977 0.008835 0.032442 -0.063882

3 0.001629 -0.008162 0.038432 -0.011472 -0.010129 0.019024 ... 0.007273 -0.007290 -0.092339 -0.065136 0.108107 -0.008135

4 -0.020461 -0.024251 0.050667 -0.012129 0.003359 -0.018725 ... -0.012695 -0.004949 0.065610 -0.013264 0.019709 -0.040491

.. ... ... ... ... ... ... ... ... ... ... ... ... ...

988 -0.025968 -0.003200 0.006855 -0.013038 -0.010548 -0.012841 ... -0.010428 -0.007480 0.054461 0.127509 -0.008528 0.107027

989 -0.024482 -0.040422 -0.046306 -0.003008 -0.044972 -0.007590 ... -0.024821 0.010626 -0.055814 -0.029391 -0.045164 -0.046363

990 -0.027407 -0.006600 -0.022413 -0.004235 -0.014525 -0.003946 ... 0.010507 0.005942 0.051252 0.012142 -0.054148 -0.026478

991 -0.020963 -0.019046 0.010533 -0.019645 0.014284 0.002361 ... -0.006183 -0.004033 -0.027710 0.009325 -0.011769 -0.013284

992 -0.041827 -0.005160 0.008762 -0.006788 -0.011526 -0.004520 ... -0.028956 0.008517 -0.002148 -0.048737 -0.014186 0.014024

[993 rows x 20 columns]

* 1. Extract the explained variance ratios for the principal components calculated in step (7)
     1. What percentage of variance is explained by the first principal component?
     2. Plot the first 20 explained variance ratios.
     3. Identify an elbow and mark it on the plot.
     4. List your code for this question and provide description of it.

Code:

pca1 = PCA(n\_components=20)

principalComponents = pca1.fit\_transform(df1)

principalDf = pd.DataFrame(data = principalComponents)

df1['Date'] = dt\_array

exp\_var\_pca = pca1.explained\_variance\_ratio\_

cum\_sum\_eigenvalues = np.cumsum(exp\_var\_pca)

print( cum\_sum\_eigenvalues)

plt.figure(figsize=(5,5))

plt.title('First 20 explained variance ratios')

plt.plot(range(0,20), pca1.explained\_variance\_ratio\_)

plt.plot(range(0,20), pca1.explained\_variance\_ratio\_,markevery=(1), ls="", marker="o", label="points")

plt.xlabel('Components')

plt.ylabel('PCA')

plt.figure(figsize=(5,5))

plt.title('First 20 cumulative variance ratios ')

plt.plot( pca1.explained\_variance\_ratio\_,cum\_sum\_eigenvalues)

plt.plot( pca1.explained\_variance\_ratio\_,cum\_sum\_eigenvalues,markevery=(0.5), ls="", marker="o", label="points")

plt.xlabel('PCA')

plt.ylabel('Cumulative variance ratios')

plt.figure(figsize=(5,5))

plt.title('Components vs Cumulative variance ratios ')

plt.plot( range(0,20),cum\_sum\_eigenvalues)

plt.xlabel('Components')

plt.ylabel('Cumulative variance ratios')

Here, in this session, sklearn library is used to import the PCA module. The huge amount of data is projected into 20 dimensions using n\_components from PCA module. The fit.transform method takes the data parameters and applies the transformation in order to get the data is dimensionally reduced. Then the ‘Dates’ is concatenated along axis = 1 for visualization. The explained variance explains the amount of information (variance) that can be attributed to each of the principal components. For that we use explained\_variance\_ratio\_. The np.cumsum finds the cumulative sum of elements on the axis provided.

Once PCA, explained variance and cumulative sum is found, the data is plotted in the graph by providing the data along x and y axis accordingly.

Here 3 graphs are plotted with different x-y combination for data analysis.

From the graphs, elbow point is identified and marked.

Q8. Explained variance ratios for the principal components

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Proportion of Variance Explained :

[0.39641279 0.11989835 0.11870374 0.0374 0.05576135 0.05382723 0.03702429

0.03591661 0.03114627 0.01576371 0.01407073 0.01265708 0.01018959

0.00720374 0.00687813 0.00608469 0.00531079 0.00259806 0.00252078

0.00232272 0.00215395]

Principal components whose eigenvalues are greater than one

[0.69807271 0.21113791 0.20903422 0.09819429 0.09478837 0.06519883

0.06324822 0.05484778 0.02775948 0.02477819 0.02228879 0.01794361

0.01268561 0.01211222 0.01071499 0.00935217 0.00457512 0.00443903

0.00409025 0.00379306]

Percentage of variance explained by the first principal component: 39.64127881035356 %

* 1. Calculate the cumulative variance ratios on the list of explained variance ratios.
     1. Plot all these cumulative variance ratios (x axis = principal component, y axis = cumulative variance ratio).
     2. Mark on your plot the principal component for which the cumulative variance ratio is greater than or equal to 95%.

Q9. Cumulative variance ratios

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

[0.39641279 0.51631114 0.63501488 0.69077622 0.74460346 0.78162775

0.81754436 0.84869063 0.86445433 0.87852506 0.89118214 0.90137173

0.90857548 0.91545361 0.9215383 0.9268491 0.92944716 0.93196794

0.93429066 0.93644461]

* 1. Normalise your dataframe so that the columns have zero mean and unit variance.
     1. Repeat steps (7) - (9) for this new dataframe.
        1. PCA for n components

Q10.1. PCA after standardising

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

PCA with n\_components after standardisation

shape (993, 483)

mean 2.962946571174621e-19

std 1.0

0 1 ... 18 19

0 0.275737 0.065836 ... -4.169722 -0.099830

1 -0.198650 -1.107026 ... -0.119418 -2.385961

2 -0.527002 0.510296 ... 2.378776 -1.277381

3 -1.275877 1.754746 ... 1.713770 0.444899

4 -0.723359 1.025894 ... -1.117769 0.286872

.. ... ... ... ... ...

988 0.880028 -1.896618 ... -0.834271 -0.144865

989 -0.668826 -1.381325 ... -0.439208 0.219942

990 0.466193 -0.403482 ... -1.171239 0.451142

991 0.302051 -0.795504 ... -1.924937 -0.513670

992 -1.086046 0.917010 ... 1.938284 0.144351

[993 rows x 20 columns]

* + - 1. Explained variance ratios for the principal components

Q10.2. Explained variance ratios for the principal components

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Proportion of Variance Explained : [0.06892213 0.06816429 0.04479869 0.03602803 0.03478847 0.03362166

0.03080262 0.02895511 0.0285081 0.02748323 0.02487478 0.02423199

0.02336946 0.02205272 0.01819059 0.01575302 0.01471398 0.01364741

0.01262974 0.00971048]

Principal components whose eigenvalues are greater than one [33.32294831 32.95654052 21.65957867

17.41907885 16.81976731 16.25562965

14.89266338 13.99941709 13.78329362 13.28778109

12.02663159 11.71584918

11.29882992 10.6622005 8.79491237 7.6163787

7.11401631 6.59834433

6.1063137 4.69488921]

Percentage of variance explained by the first principal component: 6.892213344466398 %

* + - 1. Cumulative variance ratios

Q10.3. Cumulative variance ratios

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

[0.06892213 0.13708642 0.18188511 0.21791314 0.2527016 0.28632326

0.31712588 0.34608099 0.37458909 0.40207232 0.4269471 0.45117909

0.47454856 0.49660128 0.51479187 0.53054489 0.54525887 0.55890628

0.57153602 0.5812465 ]

1. **Code**

![](data:image/x-emf;base64,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)
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