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Above: A plot of a series of 100 random numbers concealing a [sine](https://en.wikipedia.org/wiki/Sine) function. Below: The sine function revealed in a [correlogram](https://en.wikipedia.org/wiki/Correlogram) produced by autocorrelation.
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Visual comparison of [convolution](https://en.wikipedia.org/wiki/Convolution), [cross-correlation](https://en.wikipedia.org/wiki/Cross-correlation) and autocorrelation.

**Autocorrelation**, also known as **serial correlation**, is the [correlation](https://en.wikipedia.org/wiki/Correlation) of a [signal](https://en.wikipedia.org/wiki/Signal_%28information_theory%29) with itself at different points in time. Informally, it is the similarity between observations as a function of the time lag between them. It is a mathematical tool for finding repeating patterns, such as the presence of a periodic signal obscured by noise, or identifying the [missing fundamental](https://en.wikipedia.org/wiki/Missing_fundamental) frequency in a signal implied by its [harmonic](https://en.wikipedia.org/wiki/Harmonic) frequencies. It is often used in [signal processing](https://en.wikipedia.org/wiki/Signal_processing) for analyzing functions or series of values, such as [time domain](https://en.wikipedia.org/wiki/Time_domain) signals.

[Unit root](https://en.wikipedia.org/wiki/Unit_root) processes, [trend stationary](https://en.wikipedia.org/wiki/Trend_stationary) processes, [autoregressive processes](https://en.wikipedia.org/wiki/Autoregressive_process), and [moving average processes](https://en.wikipedia.org/wiki/Moving_average_process) are specific forms of processes with autocorrelation.
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**Definitions**

Different fields of study define autocorrelation differently, and not all of these definitions are equivalent. In some fields, the term is used interchangeably with [autocovariance](https://en.wikipedia.org/wiki/Autocovariance).

**Statistics**

In [statistics](https://en.wikipedia.org/wiki/Statistics), the autocorrelation of a [random process](https://en.wikipedia.org/wiki/Random_process) describes the [correlation](https://en.wikipedia.org/wiki/Correlation) between values of the process at different times, as a function of the two times or of the time lag. Let *X* be some repeatable process, and *i* be some point in time after the start of that process. (*i* may be an [integer](https://en.wikipedia.org/wiki/Integer) for a [discrete-time](https://en.wikipedia.org/wiki/Discrete-time) process or a [real number](https://en.wikipedia.org/wiki/Real_number) for a [continuous-time](https://en.wikipedia.org/wiki/Continuous-time) process.) Then *Xi* is the value (or [realization](https://en.wikipedia.org/wiki/Realization_%28probability%29)) produced by a given [run](https://en.wikipedia.org/wiki/Execution_%28computing%29) of the process at time *i*. Suppose that the process is further known to have defined values for [mean](https://en.wikipedia.org/wiki/Mean) *μi* and [variance](https://en.wikipedia.org/wiki/Variance) *σi2* for all times *i*. Then the definition of the autocorrelation between times *s* and *t* is

R ( s , t ) = E ⁡ [ ( X t − μ t ) ( X s − μ s ) ] σ t σ s , {\displaystyle R(s,t)={\frac {\operatorname {E} [(X\_{t}-\mu \_{t})(X\_{s}-\mu \_{s})]}{\sigma \_{t}\sigma \_{s}}}\,,}

where "E" is the [expected value](https://en.wikipedia.org/wiki/Expected_value) operator. Note that this expression is not well-defined for all time series or processes, because the variance may be zero (for a constant process) or infinite (for processes with distribution lacking well-behaved moments, such as certain types of power law). If the function *R* is well-defined, its value must lie in the range [−1, 1], with 1 indicating perfect correlation and −1 indicating perfect [anti-correlation](https://en.wikipedia.org/wiki/Anti-correlation).

If *Xt* is a [wide-sense stationary process](https://en.wikipedia.org/wiki/Wide-sense_stationary_process) then the mean *μ* and the variance *σ2* are time-independent, and further the autocorrelation depends only on the lag between *t* and *s*: the correlation depends only on the time-distance between the pair of values but not on their position in time. This further implies that the autocorrelation can be expressed as a function of the time-lag, and that this would be an [even function](https://en.wikipedia.org/wiki/Even_function) of the lag *τ* = *s* − *t*. This gives the more familiar form

R ( τ ) = E ⁡ [ ( X t − μ ) ( X t + τ − μ ) ] σ 2 , {\displaystyle R(\tau )={\frac {\operatorname {E} [(X\_{t}-\mu )(X\_{t+\tau }-\mu )]}{\sigma ^{2}}},\,}

and the fact that this is an [even function](https://en.wikipedia.org/wiki/Even_function) can be stated as

R ( τ ) = R ( − τ ) . {\displaystyle R(\tau )=R(-\tau ).\,}

It is common practice in some disciplines, other than statistics and [time series analysis](https://en.wikipedia.org/wiki/Time_series_analysis), to drop the normalization by *σ2* and use the term "autocorrelation" interchangeably with "autocovariance". However, the normalization is important both because the interpretation of the autocorrelation as a correlation provides a scale-free measure of the strength of [statistical dependence](https://en.wikipedia.org/wiki/Statistical_dependence), and because the normalization has an effect on the statistical properties of the estimated autocorrelations.

**Signal processing**

In [signal processing](https://en.wikipedia.org/wiki/Signal_processing), the above definition is often used without the normalization, that is, without subtracting the mean and dividing by the variance. When the autocorrelation function is normalized by mean and variance, it is sometimes referred to as the **autocorrelation coefficient**.[[1]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-dunn-1)

Given a [signal](https://en.wikipedia.org/wiki/Signal_%28electronics%29) f ( t ) {\displaystyle f(t)} , the continuous autocorrelation R f f ( τ ) {\displaystyle R\_{ff}(\tau )} is most often defined as the continuous cross-correlation integral of f ( t ) {\displaystyle f(t)} with itself, at lag τ {\displaystyle \tau } .

R f f ( τ ) = ( f ∗ g − 1 ( f ¯ ) ) ( τ ) = ∫ − ∞ ∞ f ( u + τ ) f ¯ ( u ) d u = ∫ − ∞ ∞ f ( u ) f ¯ ( u − τ ) d u {\displaystyle R\_{ff}(\tau )=(f\*g\_{-1}({\overline {f}}))(\tau )=\int \_{-\infty }^{\infty }f(u+\tau ){\overline {f}}(u)\,{\rm {d}}u=\int \_{-\infty }^{\infty }f(u){\overline {f}}(u-\tau )\,{\rm {d}}u}

where f ¯ {\displaystyle {\overline {f}}} represents the [complex conjugate](https://en.wikipedia.org/wiki/Complex_conjugate), g − 1 {\displaystyle g\_{-1}} is a function which manipulates the function f {\displaystyle f} and is defined as g − 1 ( f ) ( u ) = f ( − u ) {\displaystyle g\_{-1}(f)(u)=f(-u)} and ∗ {\displaystyle \*} represents [convolution](https://en.wikipedia.org/wiki/Convolution).

For a [real function](https://en.wikipedia.org/wiki/Real_function), f ¯ = f {\displaystyle {\overline {f}}=f} .

Note that the parameter u {\displaystyle u} in the integral is a dummy variable and is only necessary to calculate the integral. It has no specific meaning.

The discrete autocorrelation R {\displaystyle R} at lag l {\displaystyle l} for a discrete signal y ( n ) {\displaystyle y(n)} is

R y y ( l ) = ∑ n ∈ Z y ( n ) y ¯ ( n − l ) . {\displaystyle R\_{yy}(l)=\sum \_{n\in Z}y(n)\,{\overline {y}}(n-l).}

The above definitions work for signals that are square integrable, or square summable, that is, of finite energy. Signals that "last forever" are treated instead as random processes, in which case different definitions are needed, based on expected values. For [wide-sense-stationary random processes](https://en.wikipedia.org/wiki/Stationary_process), the autocorrelations are defined as

R f f ( τ ) = E ⁡ [ f ( t ) f ¯ ( t − τ ) ] {\displaystyle R\_{ff}(\tau )=\operatorname {E} \left[f(t){\overline {f}}(t-\tau )\right]}

R y y ( l ) = E ⁡ [ y ( n ) y ¯ ( n − l ) ] . {\displaystyle R\_{yy}(l)=\operatorname {E} \left[y(n)\,{\overline {y}}(n-l)\right].}

For processes that are not [stationary](https://en.wikipedia.org/wiki/Stationary_process), these will also be functions of t {\displaystyle t} , or n {\displaystyle n} .

For processes that are also [ergodic](https://en.wikipedia.org/wiki/Ergodic_process), the expectation can be replaced by the limit of a time average. The autocorrelation of an ergodic process is sometimes defined as or equated to[[1]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-dunn-1)

R f f ( τ ) = lim T → ∞ 1 T ∫ 0 T f ( t + τ ) f ¯ ( t ) d t {\displaystyle R\_{ff}(\tau )=\lim \_{T\rightarrow \infty }{\frac {1}{T}}\int \_{0}^{T}f(t+\tau ){\overline {f}}(t)\,{\rm {d}}t}

R y y ( l ) = lim N → ∞ 1 N ∑ n = 0 N − 1 y ( n ) y ¯ ( n − l ) . {\displaystyle R\_{yy}(l)=\lim \_{N\rightarrow \infty }{\frac {1}{N}}\sum \_{n=0}^{N-1}y(n)\,{\overline {y}}(n-l).}

These definitions have the advantage that they give sensible well-defined single-parameter results for periodic functions, even when those functions are not the output of stationary ergodic processes.

Alternatively, signals that *last forever* can be treated by a short-time autocorrelation function analysis, using finite time integrals. (See [short-time Fourier transform](https://en.wikipedia.org/wiki/Short-time_Fourier_transform) for a related process.)

Multi-[dimensional](https://en.wikipedia.org/wiki/Dimension) autocorrelation is defined similarly. For example, in [three dimensions](https://en.wikipedia.org/wiki/Three-dimensional_space) the autocorrelation of a square-summable [discrete signal](https://en.wikipedia.org/wiki/Discrete_signal) would be

R ( j , k , ℓ ) = ∑ n , q , r x n , q , r x n − j , q − k , r − ℓ . {\displaystyle R(j,k,\ell )=\sum \_{n,q,r}x\_{n,q,r}\,x\_{n-j,q-k,r-\ell }.}

When mean values are subtracted from signals before computing an autocorrelation function, the resulting function is usually called an auto-covariance function.

**Properties**

In the following, we will describe properties of one-dimensional autocorrelations only, since most properties are easily transferred from the one-dimensional case to the multi-dimensional cases.

* A fundamental property of the autocorrelation is symmetry, R ( i ) = R ( − i ) {\displaystyle R(i)=R(-i)} , which is easy to prove from the definition. In the continuous case,

the autocorrelation is an [even function](https://en.wikipedia.org/wiki/Even_function)

R f ( − τ ) = R f ( τ ) {\displaystyle R\_{f}(-\tau )=R\_{f}(\tau )\,} when f {\displaystyle f} is a real function,

and the autocorrelation is a [Hermitian function](https://en.wikipedia.org/wiki/Hermitian_function)

R f ( − τ ) = R f ∗ ( τ ) {\displaystyle R\_{f}(-\tau )=R\_{f}^{\*}(\tau )\,} when f {\displaystyle f} is a [complex function](https://en.wikipedia.org/wiki/Complex_function).

* The continuous autocorrelation function reaches its peak at the origin, where it takes a real value, i.e. for any delay τ {\displaystyle \tau } , | R f ( τ ) | ≤ R f ( 0 ) {\displaystyle |R\_{f}(\tau )|\leq R\_{f}(0)} . This is a consequence of the [rearrangement inequality](https://en.wikipedia.org/wiki/Rearrangement_inequality). The same result holds in the discrete case.
* The autocorrelation of a [periodic function](https://en.wikipedia.org/wiki/Periodic_function) is, itself, periodic with the same period.
* The autocorrelation of the sum of two completely uncorrelated functions (the cross-correlation is zero for all τ {\displaystyle \tau } ) is the sum of the autocorrelations of each function separately.
* Since autocorrelation is a specific type of [cross-correlation](https://en.wikipedia.org/wiki/Cross-correlation), it maintains all the properties of cross-correlation.
* The autocorrelation of a continuous-time [white noise](https://en.wikipedia.org/wiki/White_noise) signal will have a strong peak (represented by a [Dirac delta function](https://en.wikipedia.org/wiki/Dirac_delta_function)) at τ = 0 {\displaystyle \tau =0} and will be absolutely 0 for all other τ {\displaystyle \tau } .
* The [Wiener–Khinchin theorem](https://en.wikipedia.org/wiki/Wiener%E2%80%93Khinchin_theorem) relates the autocorrelation function to the [power spectral density](https://en.wikipedia.org/wiki/Spectral_density) via the [Fourier transform](https://en.wikipedia.org/wiki/Fourier_transform):

R ( τ ) = ∫ − ∞ ∞ S ( f ) e j 2 π f τ d f {\displaystyle R(\tau )=\int \_{-\infty }^{\infty }S(f)e^{j2\pi f\tau }\,{\rm {d}}f}

S ( f ) = ∫ − ∞ ∞ R ( τ ) e − j 2 π f τ d τ . {\displaystyle S(f)=\int \_{-\infty }^{\infty }R(\tau )e^{-j2\pi f\tau }\,{\rm {d}}\tau .}

* For real-valued functions, the symmetric autocorrelation function has a real symmetric transform, so the [Wiener–Khinchin theorem](https://en.wikipedia.org/wiki/Wiener%E2%80%93Khinchin_theorem) can be re-expressed in terms of real cosines only:

R ( τ ) = ∫ − ∞ ∞ S ( f ) cos ⁡ ( 2 π f τ ) d f {\displaystyle R(\tau )=\int \_{-\infty }^{\infty }S(f)\cos(2\pi f\tau )\,{\rm {d}}f}

S ( f ) = ∫ − ∞ ∞ R ( τ ) cos ⁡ ( 2 π f τ ) d τ . {\displaystyle S(f)=\int \_{-\infty }^{\infty }R(\tau )\cos(2\pi f\tau )\,{\rm {d}}\tau .}

**Efficient computation**

For data expressed as a [discrete](https://en.wikipedia.org/wiki/Discrete_signal) sequence, it is frequently necessary to compute the autocorrelation with high [computational efficiency](https://en.wikipedia.org/wiki/Algorithmic_efficiency). A brute force method based on the signal processing definition R x x ( j ) = ∑ n x n x ¯ n − j {\displaystyle R\_{xx}(j)=\sum \_{n}x\_{n}\,{\overline {x}}\_{n-j}} can be used when the signal size is small. For example, to calculate the autocorrelation of the real signal sequence x = ( 2 , 3 , − 1 ) {\displaystyle x=(2,3,-1)} (i.e. x 0 = 2 , x 1 = 3 , x 2 = − 1 {\displaystyle x\_{0}=2,x\_{1}=3,x\_{2}=-1} , and x i = 0 {\displaystyle x\_{i}=0} for all other values of *i*) by hand, we first recognize that the definition just given is same as the "usual" multiplication, but with right shifts, where each vertical addition gives the autocorrelation for particular lag values:

2 3 − 1 × 2 3 − 1 − 2 − 3 1 6 9 − 3 + 4 6 − 2 − 2 3 14 3 − 2 {\displaystyle {\begin{array}{rrrrrr}&2&3&-1\\\times &2&3&-1\\\hline &-2&-3&1\\&&6&9&-3\\+&&&4&6&-2\\\hline &-2&3&14&3&-2\\\end{array}}}

Thus the required autocorrelation sequence is R x x = ( − 2 , 3 , 14 , 3 , − 2 ) {\displaystyle R\_{xx}=(-2,3,14,3,-2)} , where R x x ( 0 ) = 14 , {\displaystyle R\_{xx}(0)=14,} R x x ( − 1 ) = R x x ( 1 ) = 3 , {\displaystyle R\_{xx}(-1)=R\_{xx}(1)=3,} and R x x ( − 2 ) = R x x ( 2 ) = − 2 , {\displaystyle R\_{xx}(-2)=R\_{xx}(2)=-2,} the autocorrelation for other lag values being zero. In this calculation we do not perform the carry-over operation during addition as is usual in normal multiplication. Note that we can halve the number of operations required by exploiting the inherent symmetry of the autocorrelation. If the signal happens to be periodic, i.e. x = ( … , 2 , 3 , − 1 , 2 , 3 , − 1 , … ) , {\displaystyle x=(\ldots ,2,3,-1,2,3,-1,\ldots ),} then we get a circular autocorrelation (similar to [circular convolution](https://en.wikipedia.org/wiki/Circular_convolution)) where the left and right tails of the previous autocorrelation sequence will overlap and give R x x = ( … , 14 , 1 , 1 , 14 , 1 , 1 , … ) {\displaystyle R\_{xx}=(\ldots ,14,1,1,14,1,1,\ldots )} which has the same period as the signal sequence x . {\displaystyle x.} The procedure can be regarded as an application of the convolution property of [z-transform](https://en.wikipedia.org/wiki/Z-transform) of a discrete signal.

While the brute force algorithm is [order](https://en.wikipedia.org/wiki/Big_O_notation) *n*2, several efficient algorithms exist which can compute the autocorrelation in order *n* log(*n*). For example, the [Wiener–Khinchin theorem](https://en.wikipedia.org/wiki/Wiener%E2%80%93Khinchin_theorem) allows computing the autocorrelation from the raw data *X*(*t*) with two [Fast Fourier transforms](https://en.wikipedia.org/wiki/Fast_Fourier_transform) (FFT):[[2]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-2)

F R ( f ) = FFT ⁡ [ X ( t ) ] S ( f ) = F R ( f ) F R ∗ ( f ) R ( τ ) = IFFT ⁡ [ S ( f ) ] {\displaystyle {\begin{aligned}F\_{R}(f)&=\operatorname {FFT} [X(t)]\\S(f)&=F\_{R}(f)F\_{R}^{\*}(f)\\R(\tau )&=\operatorname {IFFT} [S(f)]\end{aligned}}}

where IFFT denotes the inverse [Fast Fourier transform](https://en.wikipedia.org/wiki/Fast_Fourier_transform). The asterisk denotes [complex conjugate](https://en.wikipedia.org/wiki/Complex_conjugate).

Alternatively, a multiple *τ* correlation can be performed by using brute force calculation for low *τ* values, and then progressively binning the *X*(*t*) data with a [logarithmic](https://en.wikipedia.org/wiki/Logarithm) density to compute higher values, resulting in the same *n* log(*n*) efficiency, but with lower memory requirements.[[3]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-3)[[4]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-4)

**Estimation**

For a [discrete](https://en.wikipedia.org/wiki/Discrete_signal) process with known mean and variance for which we observe n {\displaystyle n} observations { X 1 , X 2 , … , X n } {\displaystyle \{X\_{1},\,X\_{2},\,\ldots ,\,X\_{n}\}} , an estimate of the autocorrelation may be obtained as

R ^ ( k ) = 1 ( n − k ) σ 2 ∑ t = 1 n − k ( X t − μ ) ( X t + k − μ ) {\displaystyle {\hat {R}}(k)={\frac {1}{(n-k)\sigma ^{2}}}\sum \_{t=1}^{n-k}(X\_{t}-\mu )(X\_{t+k}-\mu )}

for any positive integer k < n {\displaystyle k<n} . When the true mean μ {\displaystyle \mu } and variance σ 2 {\displaystyle \sigma ^{2}} are known, this estimate is [**unbiased**](https://en.wikipedia.org/wiki/Biased_estimator). If the true mean and [variance](https://en.wikipedia.org/wiki/Variance) of the process are not known there are a several possibilities:

* If μ {\displaystyle \mu } and σ 2 {\displaystyle \sigma ^{2}} are replaced by the standard formulae for sample mean and sample variance, then this is a [**biased estimate**](https://en.wikipedia.org/wiki/Biased_estimator).
* A [periodogram](https://en.wikipedia.org/wiki/Periodogram)-based estimate replaces n − k {\displaystyle n-k} in the above formula with n {\displaystyle n} . This estimate is always biased; however, it usually has a smaller mean square error.[[5]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-5)[[6]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-6)
* Other possibilities derive from treating the two portions of data { X 1 , X 2 , … , X n − k } {\displaystyle \{X\_{1},\,X\_{2},\,\ldots ,\,X\_{n-k}\}} and { X k + 1 , X k + 2 , … , X n } {\displaystyle \{X\_{k+1},\,X\_{k+2},\,\ldots ,\,X\_{n}\}} separately and calculating separate sample means and/or sample variances for use in defining the estimate.

The advantage of estimates of the last type is that the set of estimated autocorrelations, as a function of k {\displaystyle k} , then form a function which is a valid autocorrelation in the sense that it is possible to define a theoretical process having exactly that autocorrelation. Other estimates can suffer from the problem that, if they are used to calculate the variance of a linear combination of the X {\displaystyle X} 's, the variance calculated may turn out to be negative.

**Regression analysis**

In [regression analysis](https://en.wikipedia.org/wiki/Regression_analysis) using [time series data](https://en.wikipedia.org/wiki/Time_series_analysis), autocorrelation in a variable of interest is typically modeled either with an [autoregressive model](https://en.wikipedia.org/wiki/Autoregressive_model) (AR), a [moving average model](https://en.wikipedia.org/wiki/Moving_average_model) (MA), their combination as an [autoregressive moving average model](https://en.wikipedia.org/wiki/Autoregressive_moving_average_model) (ARMA), or an extension of the latter called an [autoregressive integrated moving average model](https://en.wikipedia.org/wiki/Autoregressive_integrated_moving_average_model) (ARIMA). With multiple interrelated data series, [vector autoregression](https://en.wikipedia.org/wiki/Vector_autoregression) (VAR) or its extensions are used.

Problematic autocorrelation of the errors, which themselves are unobserved, can generally be detected because it produces autocorrelation in the observable [residuals](https://en.wikipedia.org/wiki/Errors_and_residuals_in_statistics). (Errors are also known as "error terms" in [econometrics](https://en.wikipedia.org/wiki/Econometrics).) Autocorrelation of the errors violates the ordinary least squares (OLS) assumption that the error terms are uncorrelated, meaning that the [Gauss Markov theorem](https://en.wikipedia.org/wiki/Gauss%E2%80%93Markov_theorem) does not apply, and that OLS estimators are no longer the Best Linear Unbiased Estimators (BLUE). While it does not bias the OLS coefficient estimates, the [standard errors](https://en.wikipedia.org/wiki/Standard_error_%28statistics%29) tend to be underestimated (and the [t-scores](https://en.wikipedia.org/wiki/T-statistics) overestimated) when the autocorrelations of the errors at low lags are positive.

The traditional test for the presence of first-order autocorrelation is the [Durbin–Watson statistic](https://en.wikipedia.org/wiki/Durbin%E2%80%93Watson_statistic) or, if the explanatory variables include a lagged dependent variable, [Durbin's h statistic](https://en.wikipedia.org/wiki/Durbin%E2%80%93Watson_statistic#Durbin_h-statistic). The Durbin-Watson can be linearly mapped however to the Pearson correlation between values and their lags.[[7]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-7) A more flexible test, covering autocorrelation of higher orders and applicable whether or not the regressors include lags of the dependent variable, is the [Breusch–Godfrey test](https://en.wikipedia.org/wiki/Breusch%E2%80%93Godfrey_test). This involves an auxiliary regression, wherein the residuals obtained from estimating the model of interest are regressed on (a) the original regressors and (b) *k* lags of the residuals, where *k* is the order of the test. The simplest version of the test statistic from this auxiliary regression is *TR*2, where *T* is the sample size and *R*2 is the [coefficient of determination](https://en.wikipedia.org/wiki/Coefficient_of_determination). Under the null hypothesis of no autocorrelation, this statistic is asymptotically distributed as χ 2 {\displaystyle \chi ^{2}} with *k* degrees of freedom.

Responses to nonzero autocorrelation include [generalized least squares](https://en.wikipedia.org/wiki/Generalized_least_squares) and the [Newey–West HAC estimator](https://en.wikipedia.org/wiki/Newey_West) (Heteroskedasticity and Autocorrelation Consistent).[[8]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-8)

In the estimation of a [moving average model](https://en.wikipedia.org/wiki/Moving_average_model) (MA), the autocorrelation function is used to determine the appropriate number of lagged error terms to be included. This is based on the fact that for an MA process of order *q*, we have R ( τ ) ≠ 0 {\displaystyle R(\tau )\neq 0} , for τ = 0 , 1 , … , q {\displaystyle \tau =0,1,\ldots ,q} , and R ( τ ) = 0 {\displaystyle R(\tau )=0} , for τ > q {\displaystyle \tau >q} .

**Applications**

* Autocorrelation analysis is used heavily in [fluorescence correlation spectroscopy](https://en.wikipedia.org/wiki/Fluorescence_correlation_spectroscopy).
* Another application of autocorrelation is the measurement of [optical spectra](https://en.wikipedia.org/wiki/Optical_spectrum) and the measurement of very-short-duration [light](https://en.wikipedia.org/wiki/Light) [pulses](https://en.wikipedia.org/wiki/Ultrashort_pulse) produced by [lasers](https://en.wikipedia.org/wiki/Laser), both using [optical autocorrelators](https://en.wikipedia.org/wiki/Optical_autocorrelation).
* Autocorrelation is used to analyze [dynamic light scattering](https://en.wikipedia.org/wiki/Dynamic_light_scattering) data, which notably enables determination of the [particle size distributions](https://en.wikipedia.org/wiki/Particle_size_distribution) of nanometer-sized particles or [micelles](https://en.wikipedia.org/wiki/Micelle) suspended in a fluid. A laser shining into the mixture produces a [speckle pattern](https://en.wikipedia.org/wiki/Speckle_pattern) that results from the motion of the particles. Autocorrelation of the signal can be analyzed in terms of the diffusion of the particles. From this, knowing the viscosity of the fluid, the sizes of the particles can be calculated.
* The [small-angle X-ray scattering](https://en.wikipedia.org/wiki/Small-angle_X-ray_scattering) intensity of a nanostructured system is the Fourier transform of the spatial autocorrelation function of the electron density.
* In optics, normalized autocorrelations and cross-correlations give the [degree of coherence](https://en.wikipedia.org/wiki/Degree_of_coherence) of an electromagnetic field.
* In [signal processing](https://en.wikipedia.org/wiki/Signal_processing), autocorrelation can give information about repeating events like [musical](https://en.wikipedia.org/wiki/Music) [beats](https://en.wikipedia.org/wiki/Beat_%28music%29) (for example, to determine [tempo](https://en.wikipedia.org/wiki/Tempo)) or [pulsar](https://en.wikipedia.org/wiki/Pulsar) [frequencies](https://en.wikipedia.org/wiki/Frequency), though it cannot tell the position in time of the beat. It can also be used to [estimate the pitch of a musical tone](https://en.wikipedia.org/wiki/Pitch_detection_algorithm).
* In [music recording](https://en.wikipedia.org/wiki/Music_Recording), autocorrelation is used as a [pitch detection algorithm](https://en.wikipedia.org/wiki/Pitch_detection_algorithm) prior to vocal processing, as a distortion effect or to eliminate undesired mistakes and inaccuracies.[[9]](https://en.wikipedia.org/wiki/Autocorrelation#cite_note-9)
* Autocorrelation in space rather than time, via the [Patterson function](https://en.wikipedia.org/wiki/Patterson_function), is used by X-ray diffractionists to help recover the "Fourier phase information" on atom positions not available through diffraction alone.
* In statistics, spatial autocorrelation between sample locations also helps one estimate [mean value uncertainties](https://en.wikipedia.org/wiki/Variance#Generalizations) when sampling a heterogeneous population.
* The [SEQUEST](https://en.wikipedia.org/wiki/SEQUEST) algorithm for analyzing [mass spectra](https://en.wikipedia.org/wiki/Mass_spectrum) makes use of autocorrelation in conjunction with [cross-correlation](https://en.wikipedia.org/wiki/Cross-correlation) to score the similarity of an observed spectrum to an idealized spectrum representing a [peptide](https://en.wikipedia.org/wiki/Peptide).
* In [astrophysics](https://en.wikipedia.org/wiki/Astrophysics), auto-correlation is used to study and characterize the spatial distribution of [galaxies](https://en.wikipedia.org/wiki/Galaxies) in the Universe and in multi-wavelength observations of Low Mass X-ray Binaries.
* In [panel data](https://en.wikipedia.org/wiki/Panel_data), spatial autocorrelation refers to correlation of a variable with itself through space.
* In analysis of [Markov chain Monte Carlo](https://en.wikipedia.org/wiki/Markov_chain_Monte_Carlo) data, autocorrelation must be taken into account for correct error determination.
* In geosciences (specifically in geophysics) it can be used to compute an autocorrelation seismic attribute, out of a 3D seismic survey of the underground.
* In [medical ultrasound](https://en.wikipedia.org/wiki/Medical_ultrasound) imaging, autocorrelation is used to visualize blood flow.

**Serial dependence**

**Serial dependence** is closely linked to the notion of autocorrelation, but represents a distinct concept (see [Correlation and dependence](https://en.wikipedia.org/wiki/Correlation_and_dependence)). In particular, it is possible to have serial dependence but no (linear) correlation, or a measured correlation but no actual statistical dependence. In some fields however, the two terms are used as synonyms.

[Random variables](https://en.wikipedia.org/wiki/Random_variables) in a [time series](https://en.wikipedia.org/wiki/Time_series) have serial dependence if the value at some time *t* in the series is [statistically dependent](https://en.wikipedia.org/wiki/Statistical_independence) on the value at another time *s*. A series is serially independent if there is no dependence between any pair.

If a time series {*Xt*} is [stationary](https://en.wikipedia.org/wiki/Stationary_process), then statistical dependence between the pair (*Xt , Xs*) would imply that there is statistical dependence between all pairs of values at the same lag *s*−*t*.

**See also**

* [Autocorrelation matrix](https://en.wikipedia.org/wiki/Autocorrelation_matrix)
* [Autocorrelation technique](https://en.wikipedia.org/wiki/Autocorrelation_technique)
* [Autocorrelator](https://en.wikipedia.org/wiki/Autocorrelator)
* [Correlation function](https://en.wikipedia.org/wiki/Correlation_function)
* [Correlogram](https://en.wikipedia.org/wiki/Correlogram)
* [Covariance mapping](https://en.wikipedia.org/wiki/Covariance_mapping)
* [Cross-correlation](https://en.wikipedia.org/wiki/Cross-correlation)
* [Galton's problem](https://en.wikipedia.org/wiki/Galton%27s_problem)
* [Partial autocorrelation function](https://en.wikipedia.org/wiki/Partial_autocorrelation_function)
* [Fluorescence correlation spectroscopy](https://en.wikipedia.org/wiki/Fluorescence_correlation_spectroscopy)
* [Optical autocorrelation](https://en.wikipedia.org/wiki/Optical_autocorrelation)
* [Pitch detection algorithm](https://en.wikipedia.org/wiki/Pitch_detection_algorithm)
* [Triple correlation](https://en.wikipedia.org/wiki/Triple_correlation)
* [Variance](https://en.wikipedia.org/wiki/Variance)
* [CUSUM](https://en.wikipedia.org/wiki/CUSUM)
* [Cochrane–Orcutt estimation](https://en.wikipedia.org/wiki/Cochrane%E2%80%93Orcutt_estimation) (transformation for autocorrelated error terms)
* [Prais–Winsten transformation](https://en.wikipedia.org/wiki/Prais%E2%80%93Winsten_transformation)
* [Scaled Correlation](https://en.wikipedia.org/wiki/Scaled_Correlation)
* [Unbiased estimation of standard deviation#Effect of autocorrelation (serial correlation)](https://en.wikipedia.org/wiki/Unbiased_estimation_of_standard_deviation#Effect_of_autocorrelation_.28serial_correlation.29)

**References**

 *Dunn, Patrick F. (2005). Measurement and Data Analysis for Engineering and Science. New York: McGraw–Hill.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*0-07-282538-3*](https://en.wikipedia.org/wiki/Special:BookSources/0-07-282538-3)*.*

  *Box, G. E. P.; Jenkins, G. M.; Reinsel, G. C. (1994). Time Series Analysis: Forecasting and Control (3rd ed.). Upper Saddle River, NJ: Prentice–Hall.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*0130607746*](https://en.wikipedia.org/wiki/Special:BookSources/0130607746)*.*[[*page needed*](https://en.wikipedia.org/wiki/Wikipedia:Citing_sources)]

  *Frenkel, D.; Smit, B. (2002). "chap. 4.4.2". Understanding Molecular Simulation (2nd ed.). London: Academic Press.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*0122673514*](https://en.wikipedia.org/wiki/Special:BookSources/0122673514)*.*

  *Colberg, P.; Höfling, F. (2011). "Highly accelerated simulations of glassy dynamics using GPUs: caveats on limited floating-point precision".* [*Comp. Phys. Comm.*](https://en.wikipedia.org/wiki/Computer_Physics_Communications)***182*** *(5): 1120–1129.* [*doi*](https://en.wikipedia.org/wiki/Digital_object_identifier)*:*[*10.1016/j.cpc.2011.01.009*](https://dx.doi.org/10.1016%2Fj.cpc.2011.01.009)*.*

  *Priestley, M. B. (1982). Spectral analysis and time series. London, New York: Academic Press.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*0125649010*](https://en.wikipedia.org/wiki/Special:BookSources/0125649010)*.*

  *Percival, Donald B.; Andrew T. Walden (1993). Spectral Analysis for Physical Applications: Multitaper and Conventional Univariate Techniques. Cambridge University Press. pp. 190–195.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*0-521-43541-2*](https://en.wikipedia.org/wiki/Special:BookSources/0-521-43541-2)*.*

  [*"Statistical Ideas: Serial correlation techniques"*](http://statisticalideas.blogspot.com/2014/05/serial-correlation-techniques.html)*.*

  *Baum, Christopher F. (2006). An Introduction to Modern Econometrics Using Stata. Stata Press.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*1-59718-013-0*](https://en.wikipedia.org/wiki/Special:BookSources/1-59718-013-0)*.*

* 1.  *Tyrangiel, Josh (2009-02-05).* [*"Auto-Tune: Why Pop Music Sounds Perfect"*](http://www.time.com/time/magazine/article/0,9171,1877372,00.html)*. Time Magazine.*

**Further reading**

* [*Kmenta, Jan*](https://en.wikipedia.org/wiki/Jan_Kmenta) *(1986). Elements of Econometrics (Second ed.). New York: Macmillan. pp. 298–334.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*0-02-365070-2*](https://en.wikipedia.org/wiki/Special:BookSources/0-02-365070-2)*.*
* *Verbeek, Marno (2012). A Guide to Modern Econometrics (Fourth ed.). Chichester: John Wiley. pp. 112–116.* [*ISBN*](https://en.wikipedia.org/wiki/International_Standard_Book_Number)[*978-1-119-95167-4*](https://en.wikipedia.org/wiki/Special:BookSources/978-1-119-95167-4)*.*
* Mojtaba Soltanalian, and Petre Stoica. "[Computational design of sequences with good correlation properties](http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6142119)." IEEE Transactions on Signal Processing, 60.5 (2012): 2180-2193.
* Solomon W. Golomb, and Guang Gong. [Signal design for good correlation: for wireless communication, cryptography, and radar](http://www.cambridge.org/us/academic/subjects/computer-science/cryptography-cryptology-and-coding/signal-design-good-correlation-wireless-communication-cryptography-and-radar). Cambridge University Press, 2005.

**External links**

* [Weisstein, Eric W.](https://en.wikipedia.org/wiki/Eric_W._Weisstein), ["Autocorrelation"](http://mathworld.wolfram.com/Autocorrelation.html), [*MathWorld*](https://en.wikipedia.org/wiki/MathWorld).
* [Autocorrelation articles in Comp.DSP (DSP usenet group).](http://www.dsprelated.com/comp.dsp/keyword/Autocorrelation.php)
* [GPU accelerated calculation of autocorrelation function.](http://www.iop.org/EJ/abstract/1367-2630/11/9/093024/)
* [Econometrics lecture (topic: autocorrelation)](https://www.youtube.com/watch?v=3bipJW_vuBU&list=PLD15D38DC7AA3B737&index=7) on [YouTube](https://en.wikipedia.org/wiki/YouTube) by [Mark Thoma](https://en.wikipedia.org/wiki/Mark_Thoma)
* [Autocorrelation Time Series data by itfeature](http://itfeature.com/time-series-analysis-and-forecasting/autocorrelation-time-series-data)

|  |
| --- |
| **[**[**hide**](https://en.wikipedia.org/wiki/Autocorrelation)**]**   * [**v**](https://en.wikipedia.org/wiki/Template:Statistics) * [**t**](https://en.wikipedia.org/wiki/Template_talk:Statistics) * [**e**](https://en.wikipedia.org/w/index.php?title=Template:Statistics&action=edit)   [**Statistics**](https://en.wikipedia.org/wiki/Statistics) |
|  |
| * [Outline](https://en.wikipedia.org/wiki/Outline_of_statistics) * [Index](https://en.wikipedia.org/wiki/List_of_statistics_articles) |
|  |
| |  | | --- | | **[**[**show**](https://en.wikipedia.org/wiki/Autocorrelation)**]**  [**Descriptive statistics**](https://en.wikipedia.org/wiki/Descriptive_statistics) | |
|  |
| |  | | --- | | **[**[**show**](https://en.wikipedia.org/wiki/Autocorrelation)**]**  [**Data collection**](https://en.wikipedia.org/wiki/Data_collection) | |
|  |
| |  | | --- | | **[**[**show**](https://en.wikipedia.org/wiki/Autocorrelation)**]**  [**Statistical inference**](https://en.wikipedia.org/wiki/Statistical_inference) | |
|  |
| |  | | --- | | **[**[**show**](https://en.wikipedia.org/wiki/Autocorrelation)**]**   * [**Correlation**](https://en.wikipedia.org/wiki/Correlation_and_dependence) * [**Regression analysis**](https://en.wikipedia.org/wiki/Regression_analysis) | |
|  |
| |  | | --- | | **[**[**hide**](https://en.wikipedia.org/wiki/Autocorrelation)**]**  [**Categorical**](https://en.wikipedia.org/wiki/Categorical_variable)**/** [**Multivariate**](https://en.wikipedia.org/wiki/Multivariate_statistics)**/** [**Time-series**](https://en.wikipedia.org/wiki/Time_series)**/** [**Survival analysis**](https://en.wikipedia.org/wiki/Survival_analysis) | |  | | |  |  | | --- | --- | | [**Categorical**](https://en.wikipedia.org/wiki/Categorical_variable) | * [Cohen's kappa](https://en.wikipedia.org/wiki/Cohen%27s_kappa) * [Contingency table](https://en.wikipedia.org/wiki/Contingency_table) * [Graphical model](https://en.wikipedia.org/wiki/Graphical_model) * [Log-linear model](https://en.wikipedia.org/wiki/Poisson_regression) * [McNemar's test](https://en.wikipedia.org/wiki/McNemar%27s_test) | |  | | | [**Multivariate**](https://en.wikipedia.org/wiki/Multivariate_statistics) | * [Multivariate regression](https://en.wikipedia.org/wiki/General_linear_model) * [Principal components](https://en.wikipedia.org/wiki/Principal_component_analysis) * [Factor analysis](https://en.wikipedia.org/wiki/Factor_analysis) * [Cluster analysis](https://en.wikipedia.org/wiki/Cluster_analysis) * [Classification](https://en.wikipedia.org/wiki/Statistical_classification) * [Copulas](https://en.wikipedia.org/wiki/Copula_%28probability_theory%29) | |  | | | [**Time-series**](https://en.wikipedia.org/wiki/Time_series) | |  |  | | --- | --- | | General | * [Decomposition](https://en.wikipedia.org/wiki/Decomposition_of_time_series) * [Trend](https://en.wikipedia.org/wiki/Trend_estimation) * [Stationarity](https://en.wikipedia.org/wiki/Stationary_process) * [Seasonal adjustment](https://en.wikipedia.org/wiki/Seasonal_adjustment) * [Exponential smoothing](https://en.wikipedia.org/wiki/Exponential_smoothing) * [Cointegration](https://en.wikipedia.org/wiki/Cointegration) * [Structural break](https://en.wikipedia.org/wiki/Structural_break) * [Granger causality](https://en.wikipedia.org/wiki/Granger_causality) | |  | | | Specific tests | * [Dickey–Fuller](https://en.wikipedia.org/wiki/Dickey%E2%80%93Fuller_test) * [Johansen](https://en.wikipedia.org/wiki/Johansen_test) * [Q-statistic (Ljung–Box)](https://en.wikipedia.org/wiki/Ljung%E2%80%93Box_test) * [Durbin–Watson](https://en.wikipedia.org/wiki/Durbin%E2%80%93Watson_statistic) * [Breusch–Godfrey](https://en.wikipedia.org/wiki/Breusch%E2%80%93Godfrey_test) | |  | | | [Time domain](https://en.wikipedia.org/wiki/Time_domain) | * **Autocorrelation (ACF)**   + [partial (PACF)](https://en.wikipedia.org/wiki/Partial_autocorrelation_function) * [Cross-correlation (XCF)](https://en.wikipedia.org/wiki/Cross-correlation) * [ARMA model](https://en.wikipedia.org/wiki/Autoregressive%E2%80%93moving-average_model) * [ARIMA model (Box–Jenkins)](https://en.wikipedia.org/wiki/Box%E2%80%93Jenkins) * [Autoregressive conditional heteroskedasticity (ARCH)](https://en.wikipedia.org/wiki/Autoregressive_conditional_heteroskedasticity) * [Vector autoregression (VAR)](https://en.wikipedia.org/wiki/Vector_autoregression) | |  | | | [Frequency domain](https://en.wikipedia.org/wiki/Frequency_domain) | * [Spectral density estimation](https://en.wikipedia.org/wiki/Spectral_density_estimation) * [Fourier analysis](https://en.wikipedia.org/wiki/Fourier_analysis) * [Wavelet](https://en.wikipedia.org/wiki/Wavelet) | | |  | | | [**Survival**](https://en.wikipedia.org/wiki/Survival_analysis) | |  |  | | --- | --- | | [Survival function](https://en.wikipedia.org/wiki/Survival_function) | * [Kaplan–Meier estimator (product limit)](https://en.wikipedia.org/wiki/Kaplan%E2%80%93Meier_estimator) * [Proportional hazards models](https://en.wikipedia.org/wiki/Proportional_hazards_model) * [Accelerated failure time (AFT) model](https://en.wikipedia.org/wiki/Accelerated_failure_time_model) * [First hitting time](https://en.wikipedia.org/wiki/First-hitting-time_model) | |  | | | [Hazard function](https://en.wikipedia.org/wiki/Failure_rate) | * [Nelson–Aalen estimator](https://en.wikipedia.org/wiki/Nelson%E2%80%93Aalen_estimator) | |  | | | Test | * [Log-rank test](https://en.wikipedia.org/wiki/Log-rank_test) | | | |
|  |
| |  | | --- | | **[**[**show**](https://en.wikipedia.org/wiki/Autocorrelation)**]**  [**Applications**](https://en.wikipedia.org/wiki/List_of_fields_of_application_of_statistics) | |
|  |
| * Category[**Category**](https://en.wikipedia.org/wiki/Category:Statistics) * Portal[**Portal**](https://en.wikipedia.org/wiki/Portal:Statistics) * Commons page[**Commons**](https://commons.wikimedia.org/wiki/Category:Statistics) * WikiProject[**WikiProject**](https://en.wikipedia.org/wiki/Wikipedia:WikiProject_Statistics) |

[Categories](https://en.wikipedia.org/wiki/Help:Category):

* [Covariance and correlation](https://en.wikipedia.org/wiki/Category:Covariance_and_correlation)
* [Regression analysis](https://en.wikipedia.org/wiki/Category:Regression_analysis)
* [Signal processing](https://en.wikipedia.org/wiki/Category:Signal_processing)
* [Time domain analysis](https://en.wikipedia.org/wiki/Category:Time_domain_analysis)
* [Time series analysis](https://en.wikipedia.org/wiki/Category:Time_series_analysis)

**Navigation menu**

* Not logged in
* [Talk](https://en.wikipedia.org/wiki/Special:MyTalk)
* [Contributions](https://en.wikipedia.org/wiki/Special:MyContributions)
* [Create account](https://en.wikipedia.org/w/index.php?title=Special:CreateAccount&returnto=Autocorrelation)
* [Log in](https://en.wikipedia.org/w/index.php?title=Special:UserLogin&returnto=Autocorrelation)
* [Article](https://en.wikipedia.org/wiki/Autocorrelation)
* [Talk](https://en.wikipedia.org/wiki/Talk:Autocorrelation)
* [Read](https://en.wikipedia.org/wiki/Autocorrelation)
* [Edit](https://en.wikipedia.org/w/index.php?title=Autocorrelation&action=edit)
* [View history](https://en.wikipedia.org/w/index.php?title=Autocorrelation&action=history)

Top of Form

Bottom of Form

Top of Form

Bottom of Form

* [Main page](https://en.wikipedia.org/wiki/Main_Page)
* [Contents](https://en.wikipedia.org/wiki/Portal:Contents)
* [Featured content](https://en.wikipedia.org/wiki/Portal:Featured_content)
* [Current events](https://en.wikipedia.org/wiki/Portal:Current_events)
* [Random article](https://en.wikipedia.org/wiki/Special:Random)
* [Donate to Wikipedia](https://donate.wikimedia.org/wiki/Special:FundraiserRedirector?utm_source=donate&utm_medium=sidebar&utm_campaign=C13_en.wikipedia.org&uselang=en)
* [Wikipedia store](https://shop.wikimedia.org)

**Interaction**

* [Help](https://en.wikipedia.org/wiki/Help:Contents)
* [About Wikipedia](https://en.wikipedia.org/wiki/Wikipedia:About)
* [Community portal](https://en.wikipedia.org/wiki/Wikipedia:Community_portal)
* [Recent changes](https://en.wikipedia.org/wiki/Special:RecentChanges)
* [Contact page](https://en.wikipedia.org/wiki/Wikipedia:Contact_us)

**Tools**

* [What links here](https://en.wikipedia.org/wiki/Special:WhatLinksHere/Autocorrelation)
* [Related changes](https://en.wikipedia.org/wiki/Special:RecentChangesLinked/Autocorrelation)
* [Upload file](https://en.wikipedia.org/wiki/Wikipedia:File_Upload_Wizard)
* [Special pages](https://en.wikipedia.org/wiki/Special:SpecialPages)
* [Permanent link](https://en.wikipedia.org/w/index.php?title=Autocorrelation&oldid=731087679)
* [Page information](https://en.wikipedia.org/w/index.php?title=Autocorrelation&action=info)
* [Wikidata item](https://www.wikidata.org/wiki/Q786970)
* [Cite this page](https://en.wikipedia.org/w/index.php?title=Special:CiteThisPage&page=Autocorrelation&id=731087679)

**Print/export**

* [Create a book](https://en.wikipedia.org/w/index.php?title=Special:Book&bookcmd=book_creator&referer=Autocorrelation)
* [Download as PDF](https://en.wikipedia.org/w/index.php?title=Special:Book&bookcmd=render_article&arttitle=Autocorrelation&returnto=Autocorrelation&oldid=731087679&writer=rdf2latex)
* [Printable version](https://en.wikipedia.org/w/index.php?title=Autocorrelation&printable=yes)

**Languages**

* [العربية](https://ar.wikipedia.org/wiki/%D8%AA%D8%B1%D8%A7%D8%A8%D8%B7_%D8%AA%D9%84%D9%82%D8%A7%D8%A6%D9%8A)
* [Български](https://bg.wikipedia.org/wiki/%D0%90%D0%B2%D1%82%D0%BE%D0%BA%D0%BE%D1%80%D0%B5%D0%BB%D0%B0%D1%86%D0%B8%D1%8F)
* [Čeština](https://cs.wikipedia.org/wiki/Autokorelace)
* [Deutsch](https://de.wikipedia.org/wiki/Autokorrelation)
* [Español](https://es.wikipedia.org/wiki/Autocorrelaci%C3%B3n)
* [فارسی](https://fa.wikipedia.org/wiki/%D8%AE%D9%88%D8%AF%D9%87%D9%85%D8%A8%D8%B3%D8%AA%DA%AF%DB%8C)
* [Français](https://fr.wikipedia.org/wiki/Autocorr%C3%A9lation)
* [Galego](https://gl.wikipedia.org/wiki/Autocorrelaci%C3%B3n)
* [Bahasa Indonesia](https://id.wikipedia.org/wiki/Autokorelasi)
* [Italiano](https://it.wikipedia.org/wiki/Autocorrelazione)
* [Македонски](https://mk.wikipedia.org/wiki/%D0%90%D0%B2%D1%82%D0%BE%D0%BA%D0%BE%D1%80%D0%B5%D0%BB%D0%B0%D1%86%D0%B8%D1%98%D0%B0)
* [Bahasa Melayu](https://ms.wikipedia.org/wiki/Autokorelasi)
* [Nederlands](https://nl.wikipedia.org/wiki/Autocorrelatie)
* [日本語](https://ja.wikipedia.org/wiki/%E8%87%AA%E5%B7%B1%E7%9B%B8%E9%96%A2)
* [Norsk bokmål](https://no.wikipedia.org/wiki/Autokorrelasjon)
* [Polski](https://pl.wikipedia.org/wiki/Autokorelacja)
* [Português](https://pt.wikipedia.org/wiki/Autocorrela%C3%A7%C3%A3o)
* [Русский](https://ru.wikipedia.org/wiki/%D0%90%D0%B2%D1%82%D0%BE%D0%BA%D0%BE%D1%80%D1%80%D0%B5%D0%BB%D1%8F%D1%86%D0%B8%D0%BE%D0%BD%D0%BD%D0%B0%D1%8F_%D1%84%D1%83%D0%BD%D0%BA%D1%86%D0%B8%D1%8F)
* [Basa Sunda](https://su.wikipedia.org/wiki/Autokor%C3%A9lasi)
* [Suomi](https://fi.wikipedia.org/wiki/Autokorrelaatio)
* [Svenska](https://sv.wikipedia.org/wiki/Autokorrelation)
* [Türkçe](https://tr.wikipedia.org/wiki/Otokorelasyon)
* [Українська](https://uk.wikipedia.org/wiki/%D0%90%D0%B2%D1%82%D0%BE%D0%BA%D0%BE%D1%80%D0%B5%D0%BB%D1%8F%D1%86%D1%96%D1%8F)
* [中文](https://zh.wikipedia.org/wiki/%E8%87%AA%E7%9B%B8%E5%85%B3%E5%87%BD%E6%95%B0)

[Edit links](https://www.wikidata.org/wiki/Q786970#sitelinks-wikipedia)

* This page was last modified on 22 July 2016, at 21:35.
* Text is available under the [Creative Commons Attribution-ShareAlike License](https://en.wikipedia.org/wiki/Wikipedia:Text_of_Creative_Commons_Attribution-ShareAlike_3.0_Unported_License); additional terms may apply. By using this site, you agree to the [Terms of Use](https://wikimediafoundation.org/wiki/Terms_of_Use) and [Privacy Policy](https://wikimediafoundation.org/wiki/Privacy_policy). Wikipedia® is a registered trademark of the [Wikimedia Foundation, Inc.](https://www.wikimediafoundation.org/), a non-profit organization.
* [Privacy policy](https://wikimediafoundation.org/wiki/Privacy_policy)
* [About Wikipedia](https://en.wikipedia.org/wiki/Wikipedia:About)
* [Disclaimers](https://en.wikipedia.org/wiki/Wikipedia:General_disclaimer)
* [Contact Wikipedia](https://en.wikipedia.org/wiki/Wikipedia:Contact_us)
* [Developers](https://www.mediawiki.org/wiki/Special:MyLanguage/How_to_contribute)
* [Cookie statement](https://wikimediafoundation.org/wiki/Cookie_statement)
* [Mobile view](https://en.m.wikipedia.org/w/index.php?title=Autocorrelation&mobileaction=toggle_view_mobile)
* [![Wikimedia Foundation](data:image/png;base64,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)](https://wikimediafoundation.org/)
* [![Powered by MediaWiki](data:image/png;base64,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)](https://www.mediawiki.org/)