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## Part 1:

### Stocks

I chose set of 10 stocks for the part 1. These assets have no NA data points and covers a range of industries

myStocks <- c("TSLA", "IBM", "INTC","NVDA","GOOGL","COP","XOM","HPQ","SONY","ORCL")

###Getting the data for the year 2019 to train on

getSymbols(myStocks, from="2019-01-01",to="2020-01-01")

###Functions Functions to generate initial population and create the data for the stocks passed to it. I also have a contraints function in place to take of the contraints in this problem since the sum has to be equal to 1, no less and no more than 1. For this I used an the approach where I penalize any sum of the vector of weights which is not equal to one and this penality is used in the fitness function

genarate\_population <- function (pop\_size) {  
 for(i in 1:pop\_size){  
 wts <- runif(n=length(myStocks))  
   
 wts <- wts/sum(wts)  
 if(i == 1){  
 pop\_mat <- rbind(wts)   
 }  
 else{  
 pop\_mat <- rbind(pop\_mat,wts)  
 }  
   
 }  
 return(pop\_mat)  
}  
constraint = function(x) {  
 boundary\_constr = (sum(x)-1)\*\*2 # "sum x = 1" constraint  
   
 for (i in 1:length(x)) {  
 boundary\_constr = boundary\_constr + max(c(0,x[i]-1))\*\*2 + max(c(0,-x[i]))\*\*2   
 }  
   
 return (boundary\_constr)  
}  
create\_data <- function(stocks){  
 prices <- lapply(stocks,function(x) {Ad(get(x))})  
 names(prices) <- c(stocks)  
  
 # Daily returns  
 daily\_ret <- lapply(prices,dailyReturn)  
 daily\_ret <- do.call(merge,daily\_ret)  
 colnames(daily\_ret) <- stocks  
   
 # Annualized returns  
 annual\_ret <- lapply(prices,yearlyReturn)  
 annual\_ret <- do.call(merge,annual\_ret)  
 colnames(annual\_ret) <- stocks  
   
 # Covariance matrix  
 cov\_mat <- cov(daily\_ret)  
   
 return(list("prices" = prices,   
 "daily\_ret" = daily\_ret,   
 "annual\_ret" = annual\_ret,   
 "cov\_mat" = cov\_mat))  
}

# Fitness function

This is the fitness function which tries to maximise the sharpe ratio. The sharpe ratio is the return/risk ratio which is very popular in the Modern Portfolio Theory.To make the performance time saving, I already used the create\_data function to keep the data ready if we are to use the same assets. The penality for handling the constraints deducts some value from the final sharpe ratio in order to indicate that the solution is not optimal for the objective

obj\_opt\_func <- function(wts,data,fast){  
 days = 252  
 cov\_mat <- data$cov\_mat  
 #Risk  
 daily\_risk <- t(wts) %\*% cov\_mat %\*% wts   
 yearly\_risk <- ((1 + daily\_risk)^days)-1  
 yearly\_risk <- sqrt(yearly\_risk)   
 #Return  
 yearly\_return <- sum(data$annual\_ret \* wts)  
 #Sharpe ratio  
 sharpe <- yearly\_return/yearly\_risk  
 if (fast) {  
 return(sharpe-100\*constraint(wts))  
 }  
 else {  
 return(list("return" = yearly\_return,   
 "risk" = yearly\_risk,   
 "fitness" = sharpe-100\*constraint(wts)))  
 }  
}

# Running GA

Then we run the GA and the get the optimal weights.It tries to maximise the fitness function with the objective to find optimal weights that balance the return-risk ratio. I ran it with custom mutation and crossover rate but the default params seemed to work better so I decided to go with default params

optimal\_returns = function(stock){  
 data\_mat <- create\_data(stock)  
 ga\_res <- ga(  
 type="real-valued",   
 fitness = function(x){obj\_opt\_func(x,data\_mat,fast=TRUE)},   
 lower = rep(0,length(myStocks)),   
 upper = rep(1,length(myStocks)),   
 maxiter = 7000,   
 run=300,   
 monitor=TRUE,  
 seed=1,  
 popSize = 300  
 )  
 return(ga\_res)  
}  
  
sol = optimal\_returns(myStocks)

## GA | iter = 1 | Mean = -1635.1845 | Best = -199.0791  
## GA | iter = 6927 | Mean = -4.084517 | Best = 1.991294

## ── Genetic Algorithm ───────────────────   
##   
## GA settings:   
## Type = real-valued   
## Population size = 300   
## Number of generations = 7000   
## Elitism = 15   
## Crossover probability = 0.8   
## Mutation probability = 0.1   
## Search domain =   
## x1 x2 x3 x4 x5 x6 x7 x8 x9 x10  
## lower 0 0 0 0 0 0 0 0 0 0  
## upper 1 1 1 1 1 1 1 1 1 1  
##   
## GA results:   
## Iterations = 6927   
## Fitness function value = 1.991294   
## Solution =   
## x1 x2 x3 x4 x5 x6 x7  
## [1,] 0.03046793 0.06031688 0.03817435 0.3534312 0.1120104 0.001783177

![](data:image/png;base64,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)

# Comparison of different weights

Here I compare the performance of the evolved weights with random weights and equal weights. As it is clearly visible, the evlved weights from the GA solution performs better compared to the other 2

eq\_wts <- c(0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1,0.1)   
rnd\_wts <- runif(10)  
rnd\_wts <- rnd\_wts/sum(rnd\_wts)  
data\_mat <- create\_data(myStocks)  
eq\_data <- obj\_opt\_func(eq\_wts,data\_mat,fast=FALSE)  
rnd\_data <- obj\_opt\_func(rnd\_wts,data\_mat,fast=FALSE)  
evolved\_data <- obj\_opt\_func(evolved,data\_mat,fast=FALSE)  
rnd\_data

## $return  
## [1] 0.2794342  
##   
## $risk  
## [,1]  
## [1,] 0.1936256  
##   
## $fitness  
## [,1]  
## [1,] 1.443168

eq\_data

## $return  
## [1] 0.2590871  
##   
## $risk  
## [,1]  
## [1,] 0.1850997  
##   
## $fitness  
## [,1]  
## [1,] 1.399717

evolved\_data

## $return  
## [1] 0.4686125  
##   
## $risk  
## [,1]  
## [1,] 0.2353298  
##   
## $fitness  
## [,1]  
## [1,] 1.991294

# Future unseen data

Here I compare the performance of evolved, equal and random weights on unseen data i.e. data for the year 2020 and as visible the evolved weights that were obtained by training the GA on 2019 data actually yield a good return-rish ratio, it even gets a better sharpe ratio

getSymbols(myStocks, from="2020-01-01",to="2021-01-01")

data\_mat <- create\_data(myStocks)  
eq\_future\_data <- obj\_opt\_func(eq\_wts,data\_mat,fast=FALSE)  
evolved\_future\_data <- obj\_opt\_func(evolved,data\_mat,fast=FALSE)  
rnd\_future\_data <- obj\_opt\_func(rnd\_wts,data\_mat,fast=FALSE)  
eq\_future\_data

## $return  
## [1] 0.8652906  
##   
## $risk  
## [,1]  
## [1,] 0.4190404  
##   
## $fitness  
## [,1]  
## [1,] 2.064934

evolved\_future\_data

## $return  
## [1] 0.8233899  
##   
## $risk  
## [,1]  
## [1,] 0.4070424  
##   
## $fitness  
## [,1]  
## [1,] 2.022853

rnd\_future\_data

## $return  
## [1] 1.225511  
##   
## $risk  
## [,1]  
## [1,] 0.4069259  
##   
## $fitness  
## [,1]  
## [1,] 3.011632

# Maximising risk in the portfolio

Here I have modified the fitness function to maximise the risk, just to try and see what returns we end up with using the new weights.

getSymbols(myStocks, from="2019-01-01",to="2020-01-01")

obj\_max\_risk\_func <- function(wts,data,fast){  
 days = 252  
 #Risk  
 daily\_risk <- t(wts) %\*% data$cov\_mat %\*% wts   
 yearly\_risk <- ((1 + daily\_risk)^days)-1  
 yearly\_risk <- sqrt(yearly\_risk)   
 #Return  
 yearly\_return <- sum(data$annual\_ret \* wts)  
 #fitness value  
 fitness <- (yearly\_risk-100\*constraint(wts))   
 if (fast) {  
 return(fitness)  
 }  
 else {  
 return(list("return" = yearly\_return,   
 "risk" = yearly\_risk,   
 "fitness" = fitness))  
 }  
}

# Running GA for the max risk

In this part we run the GA with the modified fitness function to maximise the risk, in turn expecting higher results. Here the GA will maximise the risk and it still has the penality approach in place to handle the constraints. This penalty approach was inspired by the knapsack problem where we penalise the itmes that doesn’t satisfy the capacity.

max\_risk\_ga = function(stock){  
 data\_mat <- create\_data(stock)  
 ga\_risk\_res <- ga(  
 type="real-valued",   
 fitness = function(x){obj\_max\_risk\_func(x,data\_mat,fast=TRUE)},   
 lower = rep(0,length(myStocks)),   
 upper = rep(1,length(myStocks)),   
 maxiter = 7000,   
 run=300,   
 monitor=TRUE,  
 seed=1,  
 popSize = 300  
 )  
   
 return(ga\_risk\_res)  
}

# Max risk portfolio performance

Here I have looked at the returns, risk and the fitness score for the solution vector of weights obtained from the max risk GA above. It clearly shows high returns at the cost of high risk when compared the balanced portfolio weights

risk\_sol = max\_risk\_ga(myStocks)

## GA | iter = 1 | Mean = -1635.0596 | Best = -199.6518  
## GA | iter = 2 | Mean = -1233.2858 | Best = -199.6518  
## GA | iter = 6730 | Mean = -5.790936 | Best = 0.326436

## ── Genetic Algorithm ───────────────────   
##   
## GA settings:   
## Type = real-valued   
## Population size = 300   
## Number of generations = 7000   
## Elitism = 15   
## Crossover probability = 0.8   
## Mutation probability = 0.1   
## Search domain =   
## x1 x2 x3 x4 x5 x6 x7 x8 x9 x10  
## lower 0 0 0 0 0 0 0 0 0 0  
## upper 1 1 1 1 1 1 1 1 1 1  
##   
## GA results:   
## Iterations = 6730   
## Fitness function value = 0.326436   
## Solution =   
## x1 x2 x3 x4 x5 x6 x7  
## [1,] 0.4951327 0.01861155 0.06747614 0.2483854 0.04244809 0.02710011

risk\_evolved <- c(summary(risk\_sol)$solution)  
data\_mat <- create\_data(myStocks)  
risk\_evolved\_perf <- obj\_max\_risk\_func(risk\_evolved,data\_mat,fast=FALSE)  
risk\_evolved\_perf

## $return  
## [1] 0.4100319  
##   
## $risk  
## [,1]  
## [1,] 0.3265829  
##   
## $fitness  
## [,1]  
## [1,] 0.326436

plot(risk\_sol)

![](data:image/png;base64,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)

# Comparison of the performance of high risk portfolio with different weights

Here I have compared the returns, risk and the fitness of the evolved weights from the max risk portfolio with random and even weights. The GA solution again has the better results when compared to the other 2

data\_mat <- create\_data(myStocks)  
risk\_evolved\_perf <- obj\_max\_risk\_func(risk\_evolved,data\_mat,fast=FALSE)  
risk\_eq\_data <- obj\_opt\_func(eq\_wts,data\_mat,fast=FALSE)  
risk\_rnd\_data <- obj\_opt\_func(rnd\_wts,data\_mat,fast=FALSE)  
risk\_evolved\_perf

## $return  
## [1] 0.4100319  
##   
## $risk  
## [,1]  
## [1,] 0.3265829  
##   
## $fitness  
## [,1]  
## [1,] 0.326436

risk\_eq\_data

## $return  
## [1] 0.2590871  
##   
## $risk  
## [,1]  
## [1,] 0.1850996  
##   
## $fitness  
## [,1]  
## [1,] 1.399717

risk\_rnd\_data

## $return  
## [1] 0.2794342  
##   
## $risk  
## [,1]  
## [1,] 0.1936255  
##   
## $fitness  
## [,1]  
## [1,] 1.443168

# Part 2

# GA for top 10 assets from a pool of 50

For this I have selected a list of 50 assets with none of them having NA data points. These assets cover various industries and are part of the NASDAQ 100.

stock\_pool <- sort(c("AAPL","MSFT","GOOG","GOOGL","AMZN","TSLA","NVDA","META","ASML","AVGO","PEP",  
 "COST","AZN","XOM","TMUS","ADBE","NFLX","CMCSA","TXN","QCOM","AMD","HON","AMGN",  
 "SBUX","PDD","INTU","INTC","GILD","AMAT","ADP","BKNG","ADI","PYPL","MDLZ","HPQ",  
 "REGN","IBM","VRTX","FISV","LRCX","MU","CSX","SONY","CHTR","ORCL","COP",  
 "KLAC","SNPS","MAR","MNST"))  
getSymbols(stock\_pool, from="2019-01-01",to="2020-01-01")

# Functions get\_stocks function retrieves a list of 10 the stocks from the pool of 50 assets

In this approach I have used the binary representation with 50 bits. ! representing the selected assets from the sorted list of 50 stocks above.

get\_stocks <- function(bit\_vector, big\_list)  
{  
 selected <- c()  
 for (i in 1:length(bit\_vector))  
 {  
 if (bit\_vector[i]==1) {   
   
 selected <- append(selected,big\_list[i])   
 }  
 }  
 return (selected)  
}

Function below is used to generate initial population for the GA to search for 10 optimal assets from the 50.

random\_50bits <- function(x) {  
 for (r in 1:100) {  
 random\_assets <-sample(1:50,10)  
 empty\_port <- rep(0,50) #empty vector with just ones  
 chosen<- replace(empty\_port,random\_assets,1)#replace 10 positions randomly with 1  
 if (r == 1) {  
 initialPop <- rbind(chosen)  
 }  
 else  
 {  
 initialPop <- rbind(initialPop,chosen) #append each row to the matrix  
 }  
 }  
 return(initialPop) #return matrix of population to the GA function  
}

# Fitness function

This is the fitness function to choose 10 assets from the 50 assets pool. In this function, just like in the first part, it uses an approach to check how the random solution of 10 chosen assets performs in terms of yearly returns. The assets with high yearly returns will increase the score. There is a penalty present if the solution vector doesn’t add up to 10. This penalty is deducted from the returns of the profile to indicate the solution not being good for the objective.

bit\_port\_obj <- function(bit\_vector, big\_list, in\_GA)  
{   
 std\_vector <- c(1,1,1,1,1,1,1,1,1,1)  
 #std\_vector <- std\_vector/sum(std\_vector)  
 penalty <- (2 \* (sum(bit\_vector)-10)^2)   
 #Get data for the selected stocks   
 stock\_list <- get\_stocks(bit\_vector, big\_list)  
 #print(stock\_list)  
 data\_mat <- create\_data(stock\_list)  
 daily\_ret <- data\_mat$daily\_ret  
 yearly\_ret <- data\_mat$yearly\_ret  
 cov\_mat <- data\_mat$cov\_ma  
 #Return  
 yearly\_return <- sum(std\_vector \* yearly\_ret)  
 #Performance adjusted by penalty if incorrect number of assets in the portfolio  
 final\_fitness <- yearly\_ret - penalty  
 if (in\_GA) {  
 return(final\_fitness)  
 }  
 else {  
 return(list(  
 "yearly\_return" = yearly\_ret,   
   
 "fitness" = final\_fitness))  
 }  
}

# GA for asset selection

Here we run the GA with the fitness function implmented above to find a portfolio with 10 best performing stocks from a list of 50. The GA takes a long time to look for a solution since the computation of all the data takes longer when it comes to retrieving the returns and risk data form a pool of 50 assets

bit\_portfolio\_GA <- function(big\_list, in\_GA=TRUE) {  
 GA\_sol <- ga(type="binary",  
 nBits = 50,  
 maxiter = 7000,  
 fitness = function(x) {bit\_port\_obj(x, big\_list, in\_GA)},  
 popSize = 100,  
 population = random\_50bits  
 )  
   
 return(GA\_sol)  
}