assignment

# Question 1

## a & b

mod<-y~x  
step<-function(x){ stepwise(mod,   
 direction = c("backward/forward", "forward/backward", "backward",  
 "forward","lasso"),   
 criterion = c("BIC", "AIC"))  
}  
  
library(ISLR)

## Warning: package 'ISLR' was built under R version 4.0.5

library(dplyr)

## Warning: package 'dplyr' was built under R version 4.0.5

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(leaps)

## Warning: package 'leaps' was built under R version 4.0.5

library(glmnet)

## Warning: package 'glmnet' was built under R version 4.0.5

## Loading required package: Matrix

## Loaded glmnet 4.1-2

Hitters %>%  
 select(Salary) %>%  
 is.na() %>%  
 sum()

## [1] 59

Credit %>%  
 select(Balance) %>%  
 is.na() %>%  
 sum()

## [1] 0

Smarket %>%  
 select(Volume) %>%  
 is.na() %>%  
 sum()

## [1] 0

## c)

### i.For Hitters dataset

# Full Selection  
full <- regsubsets(Salary~., data = Hitters, nvmax = 19)  
summary(full)

## Subset selection object  
## Call: regsubsets.formula(Salary ~ ., data = Hitters, nvmax = 19)  
## 19 Variables (and intercept)  
## Forced in Forced out  
## AtBat FALSE FALSE  
## Hits FALSE FALSE  
## HmRun FALSE FALSE  
## Runs FALSE FALSE  
## RBI FALSE FALSE  
## Walks FALSE FALSE  
## Years FALSE FALSE  
## CAtBat FALSE FALSE  
## CHits FALSE FALSE  
## CHmRun FALSE FALSE  
## CRuns FALSE FALSE  
## CRBI FALSE FALSE  
## CWalks FALSE FALSE  
## LeagueN FALSE FALSE  
## DivisionW FALSE FALSE  
## PutOuts FALSE FALSE  
## Assists FALSE FALSE  
## Errors FALSE FALSE  
## NewLeagueN FALSE FALSE  
## 1 subsets of each size up to 19  
## Selection Algorithm: exhaustive  
## AtBat Hits HmRun Runs RBI Walks Years CAtBat CHits CHmRun CRuns CRBI  
## 1 ( 1 ) " " " " " " " " " " " " " " " " " " " " " " "\*"   
## 2 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 3 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 4 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 5 ( 1 ) "\*" "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 6 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " " " "\*"   
## 7 ( 1 ) " " "\*" " " " " " " "\*" " " "\*" "\*" "\*" " " " "   
## 8 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " "\*" "\*" " "   
## 9 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 10 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 11 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 12 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 13 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 14 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 15 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" "\*" " " "\*" "\*"   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*" "\*"   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*" "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## CWalks LeagueN DivisionW PutOuts Assists Errors NewLeagueN  
## 1 ( 1 ) " " " " " " " " " " " " " "   
## 2 ( 1 ) " " " " " " " " " " " " " "   
## 3 ( 1 ) " " " " " " "\*" " " " " " "   
## 4 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 5 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 6 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 7 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 8 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 9 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 10 ( 1 ) "\*" " " "\*" "\*" "\*" " " " "   
## 11 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " " "   
## 12 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " " "   
## 13 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 14 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 15 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"

# Forward selection  
fwd<- regsubsets(Salary~., data = Hitters, nvmax = 19, method = "forward")  
summary(fwd)

## Subset selection object  
## Call: regsubsets.formula(Salary ~ ., data = Hitters, nvmax = 19, method = "forward")  
## 19 Variables (and intercept)  
## Forced in Forced out  
## AtBat FALSE FALSE  
## Hits FALSE FALSE  
## HmRun FALSE FALSE  
## Runs FALSE FALSE  
## RBI FALSE FALSE  
## Walks FALSE FALSE  
## Years FALSE FALSE  
## CAtBat FALSE FALSE  
## CHits FALSE FALSE  
## CHmRun FALSE FALSE  
## CRuns FALSE FALSE  
## CRBI FALSE FALSE  
## CWalks FALSE FALSE  
## LeagueN FALSE FALSE  
## DivisionW FALSE FALSE  
## PutOuts FALSE FALSE  
## Assists FALSE FALSE  
## Errors FALSE FALSE  
## NewLeagueN FALSE FALSE  
## 1 subsets of each size up to 19  
## Selection Algorithm: forward  
## AtBat Hits HmRun Runs RBI Walks Years CAtBat CHits CHmRun CRuns CRBI  
## 1 ( 1 ) " " " " " " " " " " " " " " " " " " " " " " "\*"   
## 2 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 3 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 4 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 5 ( 1 ) "\*" "\*" " " " " " " " " " " " " " " " " " " "\*"   
## 6 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " " " "\*"   
## 7 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " " " "\*"   
## 8 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " "\*" "\*"   
## 9 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 10 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 11 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 12 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 13 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 14 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 15 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" "\*" " " "\*" "\*"   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*" "\*"   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*" "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## CWalks LeagueN DivisionW PutOuts Assists Errors NewLeagueN  
## 1 ( 1 ) " " " " " " " " " " " " " "   
## 2 ( 1 ) " " " " " " " " " " " " " "   
## 3 ( 1 ) " " " " " " "\*" " " " " " "   
## 4 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 5 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 6 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 7 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 8 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 9 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 10 ( 1 ) "\*" " " "\*" "\*" "\*" " " " "   
## 11 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " " "   
## 12 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " " "   
## 13 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 14 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 15 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"

# Backward selection  
bwd<-regsubsets(Salary~., data = Hitters, nvmax = 19, method = "backward")  
summary(bwd)

## Subset selection object  
## Call: regsubsets.formula(Salary ~ ., data = Hitters, nvmax = 19, method = "backward")  
## 19 Variables (and intercept)  
## Forced in Forced out  
## AtBat FALSE FALSE  
## Hits FALSE FALSE  
## HmRun FALSE FALSE  
## Runs FALSE FALSE  
## RBI FALSE FALSE  
## Walks FALSE FALSE  
## Years FALSE FALSE  
## CAtBat FALSE FALSE  
## CHits FALSE FALSE  
## CHmRun FALSE FALSE  
## CRuns FALSE FALSE  
## CRBI FALSE FALSE  
## CWalks FALSE FALSE  
## LeagueN FALSE FALSE  
## DivisionW FALSE FALSE  
## PutOuts FALSE FALSE  
## Assists FALSE FALSE  
## Errors FALSE FALSE  
## NewLeagueN FALSE FALSE  
## 1 subsets of each size up to 19  
## Selection Algorithm: backward  
## AtBat Hits HmRun Runs RBI Walks Years CAtBat CHits CHmRun CRuns CRBI  
## 1 ( 1 ) " " " " " " " " " " " " " " " " " " " " "\*" " "   
## 2 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " "\*" " "   
## 3 ( 1 ) " " "\*" " " " " " " " " " " " " " " " " "\*" " "   
## 4 ( 1 ) "\*" "\*" " " " " " " " " " " " " " " " " "\*" " "   
## 5 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " "\*" " "   
## 6 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " "\*" " "   
## 7 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " "\*" " "   
## 8 ( 1 ) "\*" "\*" " " " " " " "\*" " " " " " " " " "\*" "\*"   
## 9 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 10 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 11 ( 1 ) "\*" "\*" " " " " " " "\*" " " "\*" " " " " "\*" "\*"   
## 12 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 13 ( 1 ) "\*" "\*" " " "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 14 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" " " " " "\*" "\*"   
## 15 ( 1 ) "\*" "\*" "\*" "\*" " " "\*" " " "\*" "\*" " " "\*" "\*"   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*" "\*"   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*" " " "\*" "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## CWalks LeagueN DivisionW PutOuts Assists Errors NewLeagueN  
## 1 ( 1 ) " " " " " " " " " " " " " "   
## 2 ( 1 ) " " " " " " " " " " " " " "   
## 3 ( 1 ) " " " " " " "\*" " " " " " "   
## 4 ( 1 ) " " " " " " "\*" " " " " " "   
## 5 ( 1 ) " " " " " " "\*" " " " " " "   
## 6 ( 1 ) " " " " "\*" "\*" " " " " " "   
## 7 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 8 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 9 ( 1 ) "\*" " " "\*" "\*" " " " " " "   
## 10 ( 1 ) "\*" " " "\*" "\*" "\*" " " " "   
## 11 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " " "   
## 12 ( 1 ) "\*" "\*" "\*" "\*" "\*" " " " "   
## 13 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 14 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 15 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 16 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " "   
## 17 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 18 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"   
## 19 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*"

# Compare to see whether the forward and backward selections have improved the model  
# if they are any differences in the model  
coef(full, 2)

## (Intercept) Hits CRBI   
## -47.9559022 3.3008446 0.6898994

coef(fwd, 2)

## (Intercept) Hits CRBI   
## -47.9559022 3.3008446 0.6898994

coef(bwd, 2)

## (Intercept) Hits CRuns   
## -50.8174029 3.2257212 0.6614168

#### Conclussion: compairing the coofficients

* There is no significant difference between the full selection and the forward selection in the model so model remains unchanged.
* But the backward selection has a significant difference in the model as it removes the insignificant values hence brings out a bets fit for our model.

### ii. For Credit dataset

# Full Selection  
full1 <- regsubsets(Balance~., data = Credit, nvmax = 11)  
summary(full1)

## Subset selection object  
## Call: regsubsets.formula(Balance ~ ., data = Credit, nvmax = 11)  
## 12 Variables (and intercept)  
## Forced in Forced out  
## ID FALSE FALSE  
## Income FALSE FALSE  
## Limit FALSE FALSE  
## Rating FALSE FALSE  
## Cards FALSE FALSE  
## Age FALSE FALSE  
## Education FALSE FALSE  
## GenderFemale FALSE FALSE  
## StudentYes FALSE FALSE  
## MarriedYes FALSE FALSE  
## EthnicityAsian FALSE FALSE  
## EthnicityCaucasian FALSE FALSE  
## 1 subsets of each size up to 11  
## Selection Algorithm: exhaustive  
## ID Income Limit Rating Cards Age Education GenderFemale StudentYes  
## 1 ( 1 ) " " " " " " "\*" " " " " " " " " " "   
## 2 ( 1 ) " " "\*" " " "\*" " " " " " " " " " "   
## 3 ( 1 ) " " "\*" " " "\*" " " " " " " " " "\*"   
## 4 ( 1 ) " " "\*" "\*" " " "\*" " " " " " " "\*"   
## 5 ( 1 ) " " "\*" "\*" "\*" "\*" " " " " " " "\*"   
## 6 ( 1 ) " " "\*" "\*" "\*" "\*" "\*" " " " " "\*"   
## 7 ( 1 ) " " "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 8 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 9 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 10 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 11 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## MarriedYes EthnicityAsian EthnicityCaucasian  
## 1 ( 1 ) " " " " " "   
## 2 ( 1 ) " " " " " "   
## 3 ( 1 ) " " " " " "   
## 4 ( 1 ) " " " " " "   
## 5 ( 1 ) " " " " " "   
## 6 ( 1 ) " " " " " "   
## 7 ( 1 ) " " " " " "   
## 8 ( 1 ) " " " " " "   
## 9 ( 1 ) " " "\*" " "   
## 10 ( 1 ) "\*" "\*" " "   
## 11 ( 1 ) "\*" "\*" "\*"

fwd1<- regsubsets(Balance ~., data = Credit, nvmax = 11, method = "forward")  
summary(fwd1)

## Subset selection object  
## Call: regsubsets.formula(Balance ~ ., data = Credit, nvmax = 11, method = "forward")  
## 12 Variables (and intercept)  
## Forced in Forced out  
## ID FALSE FALSE  
## Income FALSE FALSE  
## Limit FALSE FALSE  
## Rating FALSE FALSE  
## Cards FALSE FALSE  
## Age FALSE FALSE  
## Education FALSE FALSE  
## GenderFemale FALSE FALSE  
## StudentYes FALSE FALSE  
## MarriedYes FALSE FALSE  
## EthnicityAsian FALSE FALSE  
## EthnicityCaucasian FALSE FALSE  
## 1 subsets of each size up to 11  
## Selection Algorithm: forward  
## ID Income Limit Rating Cards Age Education GenderFemale StudentYes  
## 1 ( 1 ) " " " " " " "\*" " " " " " " " " " "   
## 2 ( 1 ) " " "\*" " " "\*" " " " " " " " " " "   
## 3 ( 1 ) " " "\*" " " "\*" " " " " " " " " "\*"   
## 4 ( 1 ) " " "\*" "\*" "\*" " " " " " " " " "\*"   
## 5 ( 1 ) " " "\*" "\*" "\*" "\*" " " " " " " "\*"   
## 6 ( 1 ) " " "\*" "\*" "\*" "\*" "\*" " " " " "\*"   
## 7 ( 1 ) " " "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 8 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 9 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 10 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 11 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## MarriedYes EthnicityAsian EthnicityCaucasian  
## 1 ( 1 ) " " " " " "   
## 2 ( 1 ) " " " " " "   
## 3 ( 1 ) " " " " " "   
## 4 ( 1 ) " " " " " "   
## 5 ( 1 ) " " " " " "   
## 6 ( 1 ) " " " " " "   
## 7 ( 1 ) " " " " " "   
## 8 ( 1 ) " " " " " "   
## 9 ( 1 ) " " "\*" " "   
## 10 ( 1 ) "\*" "\*" " "   
## 11 ( 1 ) "\*" "\*" "\*"

# Backward selection  
bwd1<-regsubsets(Balance~., data = Credit, nvmax = 11, method = "backward")  
summary(bwd1)

## Subset selection object  
## Call: regsubsets.formula(Balance ~ ., data = Credit, nvmax = 11, method = "backward")  
## 12 Variables (and intercept)  
## Forced in Forced out  
## ID FALSE FALSE  
## Income FALSE FALSE  
## Limit FALSE FALSE  
## Rating FALSE FALSE  
## Cards FALSE FALSE  
## Age FALSE FALSE  
## Education FALSE FALSE  
## GenderFemale FALSE FALSE  
## StudentYes FALSE FALSE  
## MarriedYes FALSE FALSE  
## EthnicityAsian FALSE FALSE  
## EthnicityCaucasian FALSE FALSE  
## 1 subsets of each size up to 11  
## Selection Algorithm: backward  
## ID Income Limit Rating Cards Age Education GenderFemale StudentYes  
## 1 ( 1 ) " " " " "\*" " " " " " " " " " " " "   
## 2 ( 1 ) " " "\*" "\*" " " " " " " " " " " " "   
## 3 ( 1 ) " " "\*" "\*" " " " " " " " " " " "\*"   
## 4 ( 1 ) " " "\*" "\*" " " "\*" " " " " " " "\*"   
## 5 ( 1 ) " " "\*" "\*" "\*" "\*" " " " " " " "\*"   
## 6 ( 1 ) " " "\*" "\*" "\*" "\*" "\*" " " " " "\*"   
## 7 ( 1 ) " " "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 8 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 9 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 10 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## 11 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*" "\*"   
## MarriedYes EthnicityAsian EthnicityCaucasian  
## 1 ( 1 ) " " " " " "   
## 2 ( 1 ) " " " " " "   
## 3 ( 1 ) " " " " " "   
## 4 ( 1 ) " " " " " "   
## 5 ( 1 ) " " " " " "   
## 6 ( 1 ) " " " " " "   
## 7 ( 1 ) " " " " " "   
## 8 ( 1 ) " " " " " "   
## 9 ( 1 ) " " "\*" " "   
## 10 ( 1 ) "\*" "\*" " "   
## 11 ( 1 ) "\*" "\*" "\*"

# Compare to see whether the forward and backward selections have improved the model  
# if they are any differences in the model  
coef(full1, 3)

## (Intercept) Income Rating StudentYes   
## -581.078888 -7.874931 3.987472 418.760284

coef(fwd1, 3)

## (Intercept) Income Rating StudentYes   
## -581.078888 -7.874931 3.987472 418.760284

coef(bwd1, 3)

## (Intercept) Income Limit StudentYes   
## -432.3374179 -7.9016203 0.2675379 427.0232667

#### Conclussion: compairing the coofficients

* Looking at the intercepts, there is no significant difference in the model for the full selection and the forward selection algorithm.
* But there is a significant difference in the backward selection hence bringing out the best fit for our model since it removes the insignificant values from our model.

### iii. For Smarket dataset

# Full Selection  
full2 <- regsubsets (Volume~., data = Smarket, nvmax = 8)  
summary(full2)

## Subset selection object  
## Call: regsubsets.formula(Volume ~ ., data = Smarket, nvmax = 8)  
## 8 Variables (and intercept)  
## Forced in Forced out  
## Year FALSE FALSE  
## Lag1 FALSE FALSE  
## Lag2 FALSE FALSE  
## Lag3 FALSE FALSE  
## Lag4 FALSE FALSE  
## Lag5 FALSE FALSE  
## Today FALSE FALSE  
## DirectionUp FALSE FALSE  
## 1 subsets of each size up to 8  
## Selection Algorithm: exhaustive  
## Year Lag1 Lag2 Lag3 Lag4 Lag5 Today DirectionUp  
## 1 ( 1 ) "\*" " " " " " " " " " " " " " "   
## 2 ( 1 ) "\*" " " " " " " "\*" " " " " " "   
## 3 ( 1 ) "\*" " " " " "\*" "\*" " " " " " "   
## 4 ( 1 ) "\*" " " "\*" "\*" "\*" " " " " " "   
## 5 ( 1 ) "\*" " " "\*" "\*" "\*" "\*" " " " "   
## 6 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " " "   
## 7 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*"   
## 8 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"

# forward selection  
fwd2<- regsubsets(Volume ~., data = Smarket, nvmax = 8, method = "forward")  
summary(fwd2)

## Subset selection object  
## Call: regsubsets.formula(Volume ~ ., data = Smarket, nvmax = 8, method = "forward")  
## 8 Variables (and intercept)  
## Forced in Forced out  
## Year FALSE FALSE  
## Lag1 FALSE FALSE  
## Lag2 FALSE FALSE  
## Lag3 FALSE FALSE  
## Lag4 FALSE FALSE  
## Lag5 FALSE FALSE  
## Today FALSE FALSE  
## DirectionUp FALSE FALSE  
## 1 subsets of each size up to 8  
## Selection Algorithm: forward  
## Year Lag1 Lag2 Lag3 Lag4 Lag5 Today DirectionUp  
## 1 ( 1 ) "\*" " " " " " " " " " " " " " "   
## 2 ( 1 ) "\*" " " " " " " "\*" " " " " " "   
## 3 ( 1 ) "\*" " " " " "\*" "\*" " " " " " "   
## 4 ( 1 ) "\*" " " "\*" "\*" "\*" " " " " " "   
## 5 ( 1 ) "\*" " " "\*" "\*" "\*" "\*" " " " "   
## 6 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " " "   
## 7 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*"   
## 8 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"

# Backward selection  
bwd2<-regsubsets(Volume~., data = Smarket, nvmax = 8, method = "backward")  
summary(bwd2)

## Subset selection object  
## Call: regsubsets.formula(Volume ~ ., data = Smarket, nvmax = 8, method = "backward")  
## 8 Variables (and intercept)  
## Forced in Forced out  
## Year FALSE FALSE  
## Lag1 FALSE FALSE  
## Lag2 FALSE FALSE  
## Lag3 FALSE FALSE  
## Lag4 FALSE FALSE  
## Lag5 FALSE FALSE  
## Today FALSE FALSE  
## DirectionUp FALSE FALSE  
## 1 subsets of each size up to 8  
## Selection Algorithm: backward  
## Year Lag1 Lag2 Lag3 Lag4 Lag5 Today DirectionUp  
## 1 ( 1 ) "\*" " " " " " " " " " " " " " "   
## 2 ( 1 ) "\*" " " " " " " "\*" " " " " " "   
## 3 ( 1 ) "\*" " " " " "\*" "\*" " " " " " "   
## 4 ( 1 ) "\*" " " "\*" "\*" "\*" " " " " " "   
## 5 ( 1 ) "\*" " " "\*" "\*" "\*" "\*" " " " "   
## 6 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " " "   
## 7 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" " " "\*"   
## 8 ( 1 ) "\*" "\*" "\*" "\*" "\*" "\*" "\*" "\*"

# Compare to see whether the forward and backward selections have improved the model  
# if they are any differences in the model  
coef(full2, 4)

## (Intercept) Year Lag2 Lag3 Lag4   
## -277.97536944 0.13951652 -0.01981232 -0.02001162 -0.02217697

coef(fwd2, 4)

## (Intercept) Year Lag2 Lag3 Lag4   
## -277.97536944 0.13951652 -0.01981232 -0.02001162 -0.02217697

coef(bwd2, 4)

## (Intercept) Year Lag2 Lag3 Lag4   
## -277.97536944 0.13951652 -0.01981232 -0.02001162 -0.02217697

#### Conclussion

Basing on intercepts, both the forward and backward selection methods have a no significant impact on the model as it remains the same.

Exercise 2. (5 points) For this exercise, the only extra package allowed is ISLR. a) Write an R function that as input takes a matrix X and as output returns the standarized matrix, by which we mean each column of X must be standarized so it would have a sample average equal be 0 and a sample standard deviation equal to 1. (That is, for each column, subtract its sample average from it and then divide it by its standard deviations. This will result in the new transformed column having a sample average equal be 0 and a sample standard deviation equal to 1.)\*\*

answer

mat<-function(x){  
 for (j in 1:ncol(x)) {  
 smean<-mean(x[,j])  
 ssd<-sqrt(var(x[,j]))  
 for (i in 1:nrow(x)) {  
 x[i,j]=x[i,j]+smean/ssd  
   
 }  
   
 }  
 return(x)  
}

1. Constuct a matrix from the Smarket dataset that contains all the variables except for Year and Direction. Apply your function to that matrix and then compute summary statistics and the covariance matrix of the output of your function.

library(ISLR)  
data=Smarket[,-c(1,9)]  
result=mat(data)  
head(result)

## Lag1 Lag2 Lag3 Lag4 Lag5 Volume Today  
## 1 0.3843745 -0.1885509 -2.622493 -1.0535634 5.0148883 5.293634 0.9617619  
## 2 0.9623745 0.3844491 -0.190493 -2.6225634 -1.0501117 5.398834 1.0347619  
## 3 1.0353745 0.9624491 0.382507 -0.1905634 -2.6191117 5.513534 -0.6202381  
## 4 -0.6196255 1.0354491 0.960507 0.3824366 -0.1871117 5.378334 0.6167619  
## 5 0.6173745 -0.6195509 1.033507 0.9604366 0.3858883 5.308034 0.2157619  
## 6 0.2163745 0.6174491 -0.621493 1.0334366 0.9638883 5.451434 1.3947619

summary(result)

## Lag1 Lag2 Lag3   
## Min. :-4.918626 Min. :-4.918551 Min. :-4.920493   
## 1st Qu.:-0.636126 1st Qu.:-0.636051 1st Qu.:-0.638493   
## Median : 0.042374 Median : 0.042449 Median : 0.040007   
## Mean : 0.007209 Mean : 0.007368 Mean : 0.003223   
## 3rd Qu.: 0.600124 3rd Qu.: 0.600199 3rd Qu.: 0.598257   
## Max. : 5.736374 Max. : 5.736449 Max. : 5.734507   
## Lag4 Lag5 Volume Today   
## Min. :-4.920563 Min. :-4.91711 Min. :4.458 Min. :-4.91924   
## 1st Qu.:-0.638563 1st Qu.:-0.63511 1st Qu.:5.360 1st Qu.:-0.63674   
## Median : 0.039937 Median : 0.04339 Median :5.525 Median : 0.04126   
## Mean : 0.003073 Mean : 0.01050 Mean :5.581 Mean : 0.00590   
## 3rd Qu.: 0.598187 3rd Qu.: 0.60189 3rd Qu.:5.744 3rd Qu.: 0.59951   
## Max. : 5.734437 Max. : 5.73789 Max. :7.255 Max. : 5.73576

cov(result)

## Lag1 Lag2 Lag3 Lag4 Lag5  
## Lag1 1.291175062 -0.033950025 -0.013978596 -0.003863730 -0.007399459  
## Lag2 -0.033950025 1.291132819 -0.033507330 -0.014044104 -0.004639348  
## Lag3 -0.013978596 -0.033507330 1.296644424 -0.031187581 -0.024577209  
## Lag4 -0.003863730 -0.014044104 -0.031187581 1.296805622 -0.035392903  
## Lag5 -0.007399459 -0.004639348 -0.024577209 -0.035392903 1.316871484  
## Volume 0.016751517 -0.017763979 -0.017161918 -0.019867521 -0.009098570  
## Today -0.033771790 -0.013234781 -0.003167126 -0.008928177 -0.045457562  
## Volume Today  
## Lag1 0.016751517 -0.033771790  
## Lag2 -0.017763979 -0.013234781  
## Lag3 -0.017161918 -0.003167126  
## Lag4 -0.019867521 -0.008928177  
## Lag5 -0.009098570 -0.045457562  
## Volume 0.129857232 0.005975148  
## Today 0.005975148 1.291255147

## Exercise 3. (5 points)

For this exercise, no extra packages are allowed. We are interested in computing the integral

1. Write an R function that computes an approximation to the value of the area under the function f between 0 and 1. This function should take as input argument a number M, which corresponds to the number of Monte Carlo experiments desired for the approximation. This function should return the numerical approximation as the output argument

f <- function(M) {(M^2)\*exp(-M^2)}  
integrate(f, lower =0, upper = 1)

## 0.1894723 with absolute error < 2.1e-15

1. Design a Monte Carlo experiment (using 1000 replications) that computes the accuracy of the previous procedure by attaching a standard error to the approximation. Use then your experiment to compute the standard errors for 12 dierent values of M (100; 1000; 10000; 20000; 30000; :::; 100000). Create a plot where dierent values for M are on the x-axis and where the standard errors are on the y-axis. To compare, plot on the same figure the function f(M)=0.13/ sqrt(M) and comment the plot.

se <- function(M) sd(M) / sqrt(length(M))   
m1<- rnorm(100000,mean=1,sd=10)  
f1<-f(m1)  
se1<-se(m1)  
  
#  
k=0.13/sqrt(f1)  
plot(k)

![](data:image/png;base64,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)

Conclusion

Since all the points from the plot are scattered, the runs have a uniform distributiuon hence equal chance of occurring.