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A experiência da mobilidade urbana é parte integrante da experiência da vivência em qualquer cidade.
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# **3. MÉTODO**

O processo de comparação dos dados simulados seguiu três etapas: a simulação e organização dos dados derivados da API, onde está presente o potencial de Big Data do processo; a organização dos microdados da Pesquisa OD e comparação com os dados simulados; e a análise propriamente da compração entre as medidas de tempo simuladas e as medidas presentes na Pesquisa OD.

**3.1. Simulação de viagens**

A simulação foi feita em duas etapas; Primeiro foi gerado um banco de endereços no município de São Paulo utilizando o software QGis; a partir dessa base de endereços foi feita a simulação das viagens propriamente ditas utilizando a API de roteamento do Google. A escolha dessa ferramenta levou em consideração a possibilidade de simular viagens considerando o efeito do tráfego em tempo real das viagens, fator que foi considerado um diferencial da estratégia adotada. Porém isso implicou em um número limitado de requisições de viagens, por questões de custo; essa limitação levou a uma série de escolhas para reduzir o número de viagens “perdidas” na simulação, quando as coordenadas usadas na API não correspondiam ou não podiam ser aproximadas a endereços válidos (como no caso de coordenadas nas represas de São Paulo). Outra escolha da simulação, de distribuir as viagens simuladas ao longo dos dias úteis (segunda-feira à sexta-feira, das 5h às 21h) levou à opção por usar computação em nuvem para a simulação levantando a preocupação de reduzir o esforço computacional evitar problemas relacionados ao desempenho. Essas limitações definiram o processo de definição de endereços. Procurou-se sortear endereços em regiões mais densamente povoadas para evitar possíveis perdas, seguindo um modelo de densidade de probabilidade da população. Ao mesmo tempo, para reduzir o esforço computacional, foi montada uma base de coordenadas *offline*, que foi usada para sortear os endereços das viagens. O processo de geração da base foi feito nas seguintes etapas: 1) O mapa do município de São Paulo (em formato *shapefile*) foi dividido por uma grade com quadrículas de 500 metros de lado; 2) Foram calculadas as populações de cada quadrícula com dados do Censo Demográfico de 2010 e retiradas as quadrículas com população igual a zero; 3) As quadrículas foram divididas em quintis de densidade populacional, e sorteados aleatoriamente pontos geográficos dentro de cada quadrícula, de acordo com o quintil: 5 pontos para o quintil mais populoso, 4 para o 2º quintil, 3 para o 3º, 2 para o 2º e 1 ponto para o quintil menos populoso. 4) O conjunto de pontos resultante foi usado como base para o sorteio dos endereços de origem e destino. Essa primeira etapa foi realizada utilizando bases cartográficas abertas do município de São Paulo e o software aberto QGIS. A simulação das viagens foi feita a partir de um programa desenvolvido em Python, executado no serviço de computação em nuvem da Google. A estrutura do programa seguiu a arquitetura apresentada na Figura 1. Foi usada uma ferramenta de agendamento (Google Scheduler) de ativação ligada a uma máquina virtual no ambiente em nuvem da Google, para que a chamada ao serviço de viagem do Google Maps fosse realizada nos dias úteis da semana, a cada hora cheia, das cinco da manhã até às nove da noite. O programa seguiu as etapas descritas na Figura 1.

* Abrir uma conexão com o banco de dados SQL da nuvem da Google
* Carregar o banco de coordenadas
* Sortear dez coordenadas de origem e dez coordenadas de destino
* Chamar a API Distance Matrix com as dez origens e os dez destinos, para viagens de transporte público
* Processar os resultados devolvidos pela API e armazenar em um vetor auxiliar
* Chamar novamente a API Distance Matrix com as mesmas dez origens e os dez destinos, para viagens de transporte privado
* Processar os resultados devolvidos pela API e anexar ao vetor auxiliar
* Submeter o vetor auxiliar à função que insere os dados no Banco de Dados hospedado na nuvem.

**Figura 1.**Etapas e Estrutura funcional do programa elaborado para simular os dados  
Fonte: Os autores

Cada chamada da API Distance Matrix retornou uma lista com duzentas viagens com dados de horário e dia da semana, coordenadas da origem e do destino, endereços da origem e do destino da viagem, duração, distância e tarifa da viagem. Para cada par origem-destino houve registro de viagem de carro e de transporte público. O período de simulação foi entre os dias 11 de fevereiro de 2019 a 5 de junho de 2019. O total de viagens armazenadas no banco de dados nesse período foi de 257.400 viagens, sendo 253.450 viagens válidas – 128.700 (100% de aproveitamento) das viagens de carro e 126.725 das viagens transporte público (98,47% de aproveitamento).

**3.2. Organização dos microdados da Pesquisa Origem-Destino e Comparação**

Os microdados da Pesquisa OD apresentam entradas correspondentes a cada viagem realizada por indivíduo entrevistado (caso o indivíduo não tenha realizado nenhuma viagem, a entrada só corresponde aos dados socioeconômicos do entrevistado). Cada linha do banco registra sobre o indivíduo, de forma anônima, sua identidade, a família na qual ele foi registrado na pesquisa, o domicilio em que ele reside, características físicas do domicílio, características socioeconômicas e ocupacionais do indivíduo e da família; sobre a viagem são registrados o propósito da viagem, o modal principal de deslocamento, o tempo da viagem e dos trechos à pé necessários para acessar os modais usados; as baldeações realizadas, as coordenadas,zonas e municípios da origem e do destino da viagem, a hora de saída e chegada, entre outras (CITAÇÂO).

Para o presente trabalho foram filtradas informações relativas somente às viagens – modais principais, tempo de duração (da viagem e dos trechos a pé), horário de saída e coordenadas das origens e destinos. A partir dos modais principais, foram criados dois bancos de dados, um relativo ao transporte público (Metrô, Trem, Monotrilho, Ônibus/micro-ônibus/peruas municipais e metropolitanos) e transporte privado (Automóvel – passageiro ou motorista, táxi convencional e táxi não convencional). A opção dessa agregação foi feita em função da classificação modal que foi possível a partir dos dados da simulação das viagens.

O passo seguinte foi a espacialização dos bancos de dados, tanto o simulado como os bancos privado e público da OD. Utilizando o software aberto RStudio, foram utilizadas as coordenadas de origem e destino nos bancos para criar dois *Shapefiles* para cada banco, um a partir dos pontos de origem das viagens e outro a partir dos destinos, com os mesmos dados associados. Para a comparação do banco simulado com os bancos OD, foi criado um algoritmo, repetido para cada viagem dos Bancos OD.

Dada uma viagem OD, foram selecionadas todas as viagens simuladas com a origem dentro de um *buffer* de 1500m (escolhido por incluir 95% dos trajetos a pé para acessar os transportes); dessas viagens foi selecionado ainda o subconjunto de viagens simuladas em que os pontos de destino também se encontrassem dentro de um *buffer* de 1500m do ponto de destino da viagem OD. A partir desse conjunto de viagens simuladas foi calculada a média da duração simulada (considerando se a viagem comparada era de transporte público ou privado), que por sua vez foi subtraída da soma da duaração da viagem OD, do tempo andando da origem e do tempo até o destino da viagem OD, convertidos em segundos. Esse algoritmo foi repetido para todas as viagens OD e a diferença calculada foi registrada para cada viagem. Uma variante desse algoritmo foi realizada também, adicionando mais uma restrição para a seleção das viagens: além dos *buffers* espaciais, foi utilizado um *buffer* temporal, filtrando as viagens simulada que começassem duas horas antes ou depois da viagem OD.

**3.3. Análise dos dados**

A análise foi feita a partir da diferença calculada entre os tempos das viagens da Pesquisa OD e os tempo médios calculados para as viagens simuladas. Primeiro foi verificado se havia alguma dependência entre essa varia´vel e as outras variáveis presentes nos dados. Em seguida foi verificado se havia alguma dependência espacial da distribuição dessa variável. Para isso os valores absolutos das diferenças das viagens de transporte público e privado, tanto para o caso com restrição temporal como para o sem, foram agupados nas zonas da pesquisa OD considerando tanto a origem como o destino das viagens. Assim, para cada zona OD foi atribuído um valor realtivo ao vloar absoluto médio da diferença calculada de tempos. No total foram analisados oito conjuntos de dados, relativos às combinações entre os fatores de análise (agrupando por região de Origem ou Destino, Transporte Público ou Privado, com ou sem restrição de tempo). A partir desses conjuntos de dados foram calculados os Is de Moran Globais, os índices de autocorrelação espacial local e a partir desses foram elaborados mapas de autocorrelação espacial (LISA).

Por último foram realizados testes T para o conjunto de viagens de transporte público e privado usando a diferença calculada e os valores absolutos dessa diferença. Também foram feitos testes considerando tanto o caso sem restrição de tempo como para o caso com restrição de tempo.
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