**Título de tesis:** Diseño de procesador en FPGA para optimizar la convolución.

**Capítulo 1 – Anteproyecto**

* 1. **Antecedentes**

Un coprocesador es…

La convolucion se define en forma matematica como la combinacion de dos se;ales para producir una tercer se;al… APLICACIONES de la convolucion (procesamiento de imagenes).

Es la tecnica mas importante en el procesamiento digital de se;ales, donde los sistemas se describen mediante una se;al llamada respuesta al impulso. La convolucion es importante debido a que relaciona las tres se;ales de interes: la se;al de entrada, la se;al de salida y la respuesta al impulso, y en un sistema lineal si se conoce su respuesta al impulso, se conoce el comporatmiento del mismo ante cualquier se;al de entrada, lo que nos ayuda a controlar el sistema.

ARREGLAR – Este tipo de computo es intensivo, es decir, requiere que se realicen demasiadas operaciones matematicas. En la actualidad, se utiliza la computacion acelerada por medio del uso de GPU, el cual consiste en hacer *processing offloading* al CPU y pasar carga de procesamiento a los GPU.

Las tecnologías infraestructurales son aquellas que cambian la perspectiva de la innovación e investigación, siendo una de ellas la Inteligencia Artificial. En la actualidad se está dando una revolución en el enfoque de la computación debido a la creciente cantidad de datos con la que se cuenta y a las técnicas que se utilizan para analizar los mismos. Datos son cantidades, caracteres o símbolos en los cuales se realizan operaciones computacionales, se almacenan y transmiten en forma de señales eléctricas y se graban en medios de grabación. Se calcula que para el año 2020 en el mundo habrá 50 mil millones de dispositivos conectados a la red, todos estos dispositivos generando datos [1].

Asimismo, existe una subcategoría de la Inteligencia Artificial llamada Redes Neuronales, que es un paradigma de programación inspirado en las neuronas del cerebro que le permite a una computadora aprender de datos observados, y el Aprendizaje Profundo que es un conjunto de técnicas para aprender en base a redes neuronales [2].

Existe una amplia gama de aplicaciones donde se emplean técnicas de Aprendizaje Profundo. En robótica donde se utilizan sistemas de visión por computadora para carros autónomos, en internet y la nube donde se utiliza para reconocimiento del habla, sistemas de recomendación y clasificación de imágenes, en medicina y biología donde hay sistemas de detección de células cancerígenas y en seguridad y defensa donde hay sistemas de detección facial y video vigilancia. Muchas de las aplicaciones consisten en el reconocimiento de imágenes.

Las red neuronal convolucional (CNN) es una técnica que forma parte del Aprendizaje Profundo y se utiliza ampliamente para el reconocimiento de imágenes. Consiste en una capa de entrada y salida, así como de múltiples capas internas. Estas capas ocultas suelen ser capas convolucionales, capas de agrupación, capas totalmente conectadas y capas de normalización. En la capa convolucional, se aplica una operación de convolución a la entrada, pasando el resultado a la siguiente capa [3].

La convolución es una forma matemática de combinar dos señales para formar una tercera señal. Es la técnica más importante en el procesamiento digital de señales, donde los sistemas se describen mediante una señal llamada respuesta al impulso. La convolución es importante porque relaciona las tres señales de interés: la señal de entrada, la señal de salida y la respuesta al impulso [4].

    Este tipo de cómputo es intensivo, es decir requiere que se realicen demasiadas operaciones matemáticas. En la actualidad, se utiliza la computación acelerada por GPU, que es el uso de GPU (graphics processing unit) junto a un CPU (central processing unit) para acelerar las aplicaciones de Aprendizaje Profundo [5].

* 1. **Planteamiento del Problema**

Las aplicaciones de computo son cada vez mas intensas por lo tanto se necesita hardware mas eficiente.

La ley de Moore se esta muriendo.

Cada vez mas dispositivos son capaces de capturar imagenes.

Actualizar TODO ESTO - A medida que la capacidad de los sistemas electronicos que recopilan datos aumenta, la necesidad para procesar los mismos tambien aumenta. Los GPU son circuitos electronicos especializados que ayudan al computo intensivo, pero trabajan a nivel de software, lo cual no los hace la opcion mas rapida en cuestion de procesamiento de datos, ademas de consumir mucha potencia, lo cual resulta como una desventaja para sistemas que utilizn baterias. Existe la necesisdad de encontrar alternativas a las tendencias actuales para el procesmaiento de se;ales con mejores presatciones de computo intensivo yu con menor consumo de potencia.

A medida de que nuestra capacidad de recopilar datos aumenta, la obligación para analizar los mismos también aumenta. Los GPUs son circuitos electrónicos especializados que ayudan al cómputo intensivo, pero trabajan a nivel de software, lo cual los hace evidentemente no la opción más rápida en cuestión de procesamiento de datos, además de consumir mucha potencia. Actualmente existe la necesidad de encontrar alternativas a las tendencias actuales para el procesamiento de señales con mejores prestaciones de cómputo intensivo y con menor consumo de potencia.

No existe un IP block de Xilinx que haga la convolución

* 1. **Objetivos**

Desarrollar un coprocesador para la operaci[on de la convolucion discreta. Describir una arquitectura compacta y de bajo consumo de energia con el lenguaje de descripcion Verilog e implementar en un FPGA, que pueda utilizarse como acelerador de hardware en sistemas que hagan uso intensivo de dicha operación (como celulares o cualquier dispositivo que trabaje con imagenes)

Desarrollar un procesador en FPGA que sea dedicado que ejecute la convolución en base a técnicas de arquitectura digital actuales que sea eficiente a nivel de hardware y con un consumo bajo de potencia, que se pueda utilizar como acelerador de cómputo en sistemas que utilicen la función matemática de convolución.

1.4 Hipotesis

La arquitectura digital para la convolución implementada en el FPGA tendrá un un desempeño mejor o comparable mejor desempeño en t{erminos de para efectos de tiempos de procesamiento que un acelerador con GPU.

* 1. **Justificación**

Existen diversos dispositivos para acelerar el procesamiento de datos. El dispositivo mas popular para esta tarea es el Graphic Processing Unit GPU, el cual ofrece una alta velocidad de procesamiento de imagenes, pero tiene la desventaja de ser muy demandante de potencia, es por esto, que este tipo de arquitectura no sirve para dispositivos mobiles o sistemas embebidos (otra desventaja de los GPUS es que los lenguajes para programarlos en su mayoria son complejos y no hay muchos programadores que los dominen). Es por esto, que una arquitectura desarrollada en un FPGA (que eventualmente se puede transformar en un chip dedicado de hardware) brinda la oportunidad de tener tiempos de procesamiento similares (o mayores porque es hardware dedicado), adem[as con un menor consumo de potencia, lo cual lo hace adecuado para los sitemas mobiles.

A pesar de que en la actualidad existen opciones de dispositivos para acelerar el procesamiento de datos, como el GPU, este no está pensado para bajos consumos de potencia y al ser de propósito general, no está optimizado para la función convoluciónpara sistemas que requieran movilidad en específico. Por lo tanto, con una esta arquitectura en FPGA se logrará hacer un (co)procesador que esté dedicado para esta función disminuya lo tiempos de procesamiento en el caso de y que ayude en la industria cuando se necesite procesar grandes volumenes cantidades de datos. En caso de no realizarse esta arquitectura se estaría desaprovechando una oportunidad de analizar todos los datos con los que se cuentan hoy en día de manera más eficiente, además de que se estaría gastando mayor cantidad de potencia que representa se traduce en un gasto económico.

* 1. **Delimitaciones**

Este trabajo se limitara al dise;o de un coprocesador para la operaci[on de la convolucion discreta. La arquitectura se desarrollara con el lenguaje de descripci[on de hardware Verilog y se verificara a traves de un entorno de simulacion en el lenguaje C++.

El diseño del procesador se limitará a implementar la arquitectura para un (co) procesador para la convolución. Se implementará en el FPGA y se probaráverficará a través de un entorno de simulación con la ayuda con un script de Matlab. para checar el rendimiento.

* 1. **Limitaciones**

Las principales limitaciones del proyecto son:

- Tiempo disponible

- Dinero

- Recursos - Hardware/FPGAs

- Licencias No se podrá comparar el rendimiento y el consumo de potencia de la arquitectura del procesador para la convolución implementada en el FPGA con el rendimiento en un GPU, esto debido a que no se cuenta con una GPU para implementar el algoritmo con el que se probará la arquitectura en FPGA.
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