引言：

随着近年来深度学习算法的不断进步以及计算机运算性能的不断提高，深度学习在许多方面已经赶超了许多的传统算法，而导航技术作为一个发展正火热的技术，也受到了深度学习算法的冲击，本文将从多方面介绍现阶段较成熟的导航技术的框架以及近几年深度学习在导航技术中的应用，之后结合自身需要选择一两个方向进行详细的论述。

研究现状

在我看来，导航主要包含以下两个部分：定位于路径规划（许多人分为制图，定位，路径规划三个部分，但由于现在出现了一些基于增强学习的无需制图的导航算法，因此我将他分为两个部分）

## 定位：

#### 1基于地图的视觉定位

其中，基于地图的视觉导航可以分为以下两种，第一是提供地图的，第二类是在移动时自动创建地图的，其中前一类问题发展的较早，并且其关键技术包含在后者之中因此主要讨论后者即视觉slam

后一类的问题即视觉slam问题，slam（(simultaneous localization and mapping）即时定位与地图制作，这一类问题是近几年研究的热门并且有了很大的发展。

传统的slam有激光slam与视觉slam，由于激光仪的成本较高，并且随着计算机技术的发展，图像的分析能力越来越强大，所以，视觉slam是近几年研究的重点。slam可以大致分为前端和后端，其中前端主要负责传感器数据的提取，比如用sift提取图像中的特征点信息，后端对提取好的图像特征进行优化并进行几何关系的求解。

现阶段比较成熟的视觉slam的方法如下：

##### 1.1图像检测与匹配

主要有基于特征的以及直接法

###### 1.1.1基于特征

基于特征的主要是基于点特征，用sift，surf，orb算法对点进行检测然后在不同的帧中进行匹配，在一些角点信息不丰富的地方也使用边特征或区域特征，这已经有了较多的研究，但还是存在一些问题，如：

运算复杂，速度较慢。

只选用几百个特征点，丢失了大量的图像信息

在某些特征不丰富的地方效果差。

因此也出现了直接法：

###### 1.1.2直接法

直接法是直接对像素点的强度进行操作，基于同一点在邻近帧中灰度不变的假设进行计算。

##### 1.2关键帧的选择

由于帧数较多如果对每两个相邻帧进行匹配会导致计算太复杂，因此选择用相距有一定距离的两帧进行匹配，这样一方面可以减少计算量更主要的是可以减小误差的积累。

##### 1.3闭环检测

当物体检测到相同的环境区域，将新检测的环境区域与之前的对比，如果匹配成功将两者进行融合消除前一段过程中产生的误差。

#### 2、不用创建地图，直接进行端到端的定位

这主要是

## 二、路径规划：

路径规划又分为全局的规划和局部的规划

#### 1 全局规划

全局规划用于在获得整体地图后从起始点到目标点建立一条合适的路线，

#### 2 局部规划

局部规划则是由传感器实时采集环境信息，了解环境地图信息，然后确定出所在地图的位置及其局部的障碍物分布情况，从而可以选出从当前结点到某一子目标结点的最优路径。

这方面的算法有非常多

传统的有：拟退火算法、人工势场法、模糊逻辑算法、禁忌搜索算法

有关图形学的算法有：C空间法、栅格法、自由空间法、voronoi图法

基于人工智能的算法有：蚁群算法、神经网络算法、粒子群算法、遗传算法

深度学习在其中的应用

按理来说以深度学习的发展情况，任何一个模块都可以用深度学习的方法去实现，但是在很多情况下深度学习的效果并没有经过长期发展的传统方法的效果好，这在slam中由关键点求解空间几何关系特别明显。接下来展示几个近几年研究较多的导航与深度学习结合较好的模块。

1、 视觉SlAM的前端工作

在基于特征的匹配中，可以通过利用卷积神经网络获得图像的特征点用来代替sift，surf等算法获得图像的特征点

在直接法中，用

2、 端对端的定位

这一方面属于刚刚开始的研究，暂时就看了两篇相关的论文，【】中展示了在一个经过训练的场景，通过给定一个目标，机器人可以自主的导航去目标点。这就像是人一样，我们在家里想要喝水，此时我们不会去在脑袋中建立地图，去寻找谁的位置。我们会左右看看水在不在我们的视野里，如果在就去拿，如果不在，我们就会想到水杯很有可能在桌上，我们就看看周围有没有桌子，有桌子，我们就往桌子走然后找到水杯。所谓的基于目标，是通过增强学习获得一些经验，当给定目标时，可以通过这些经验找到目标物体的相关物体进而增加找到物体的可能。

【】中展示的是一种有认知的定位。他也是通过增强学习，学习出一些知识，比如餐厅不会再建筑物的中心，而是在通风的地方，以及想去一个新的房间我们大概率要通过一条走廊而不是在空旷的地方一直逛。这些知识引导机器人去定位于寻找路径。

由于在现实环境中有很多的影响因素并且做学习模型的训练也要花费大量时间，在论文中两者的实验都是基于仿真环境实现的。可以发现这种端到端的定位和导航与人类在没有地图的陌生环境下自己摸索道路的过程非常相像，但联想到人类在没有地图与标志物的情况下也经常迷路，我个人认为这两种方法也只适合于较小的区域，在大的区域准确率可能不会太高。

对于不需要建立地图的导航，本身就是类人的，也都采用了增强学习的算法，是很适合用深度学习研究的。

3、 路径规划

最后是路径规划的算法，对于输入的图像或者结构光数据，可以通过监督学习【】，深度强化学习来使车辆达到动态的避障。

总结：

综上所述，可以发现虽然导航中的多个模块都可以使用深度学习的算法进行代替，但效果并不是都那么好，尤其是在slam的后端进行的求解空间几何关系是时，虽然也有了【】但效果没有【】好，实时性也不如【】。但是也可以发现，深度学习也促进导航技术发展出了一些有别于传统的导航技术，如【】【】中的基于目标的和基于认知性学习的，在我看来这两种技术最终会取代传统的定位技术，因为他们更类似与人类的行为，因此显得更智能，但是现阶段这些不基于地图的定位技术仍然处在发展之中，论文中的实验也都是在模拟环境下，由于现实环境会有大量的干扰以及需要大量的运算时间，因此还有很长的路要走。

相比之下视觉slam的定位方法则显得更为完善，在图像匹配的过程中，无论是基于特征的或是直接法，在深度学习的算法下都获得了比原来性能更好的效果，尤其是卷积神经网络的发展，大大提高了基于特征的图像匹配的效果。在这方面深度学习已经展露出他的潜力，并且现在的效果【】在实际运用下仍然有待提高，因此我认为这是很值得去研究的一个方面。

在路径规划方面，
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