DBSCAN

**DBSCAN** (for Density-Based Spatial Clustering of Applications with Noise) is a data clustering algorithm proposed by [Martin Ester](http://en.wikipedia.org/w/index.php?title=Martin_Ester&action=edit&redlink=1), [Hans-Peter Kriegel](http://en.wikipedia.org/wiki/Hans-Peter_Kriegel), [Jörg Sander](http://en.wikipedia.org/w/index.php?title=J%C3%B6rg_Sander&action=edit&redlink=1)and [Xiaowei Xu](http://en.wikipedia.org/w/index.php?title=Xiaowei_Xu&action=edit&redlink=1) in 1996.[[1]](http://en.wikipedia.org/wiki/DBSCAN#cite_note-1) It is a density-based clustering algorithm because it finds a number of clusters starting from the estimated density distribution of corresponding nodes.

**Basic Idea**

DBSCAN's definition of a cluster is based on the notion of density reachability. Basically, a point ![q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///9AQEAiIiIwMDDMzMxiYmIMDAy2trYWFhaKiorm5uZ0dHRQUFCenp4AAABu+UzIAAAAAXRSTlMAQObYZgAAAE9JREFUCB1jYOA9vesAA8MMhrIABpYnDOsKGJgVGO4xMPAFMBxiYPC7wNADJB243jIwsF1gfsDAwCId2MAABBwHQCTfBRBZtwBIMOaZMAAA+joRF6RBH0MAAAAASUVORK5CYII=) is directly density-reachable from a point ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=) if it is not farther away than a given distance ![\varepsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///8WFhaenp50dHRiYmKKiorm5ua2trYwMDBAQEAEBAQMDAxQUFDMzMwAAADDKdt3AAAAAXRSTlMAQObYZgAAADVJREFUCB1jYLizaycDA297AusFBtYEBiBgczUHkiwgJoMumDQDCjIw3ExgO8DAwCQtmcAAAAOJCAKDyWo6AAAAAElFTkSuQmCC) (i.e., is part of its ![\varepsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///8WFhaenp50dHRiYmKKiorm5ua2trYwMDBAQEAEBAQMDAxQUFDMzMwAAADDKdt3AAAAAXRSTlMAQObYZgAAADVJREFUCB1jYLizaycDA297AusFBtYEBiBgczUHkiwgJoMumDQDCjIw3ExgO8DAwCQtmcAAAAOJCAKDyWo6AAAAAElFTkSuQmCC)-neighborhood) and if ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=) is surrounded by sufficiently many points such that one may consider ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=) and ![q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///9AQEAiIiIwMDDMzMxiYmIMDAy2trYWFhaKiorm5uZ0dHRQUFCenp4AAABu+UzIAAAAAXRSTlMAQObYZgAAAE9JREFUCB1jYOA9vesAA8MMhrIABpYnDOsKGJgVGO4xMPAFMBxiYPC7wNADJB243jIwsF1gfsDAwCId2MAABBwHQCTfBRBZtwBIMOaZMAAA+joRF6RBH0MAAAAASUVORK5CYII=) to be part of a cluster. *q* is called density-reachable (note the distinction from "directly density-reachable") from ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=) if there is a sequence ![p_1,\ldots,p_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAANBAMAAADI2iSKAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAANNJREFUKBVjYHh7YO9qBtwASXpCewJrAm6VCGk2h2gG5gs4VSJLs31i4J/AUIZLLUQaLMtrwJD/YFcYLpVgaYgkjwDDVAYGnCoh0mClrBsYbPGoBEkzzcmdBVSbP4HzAFilMtBfTEBNIMwA44CluZkn8APFLr+8CySBtqs2AFXFQjCDKkhbBExan8EZyDwIxBDbMcKKFya9nWEVkAmyC6JyA5iFRHAD2WBpSYaWCQxs30BSL/9cYGB7AGIhgzwGqPQxhpUPGHb8cYBKgkxABUBLENIAXBA90Xle/GAAAAAASUVORK5CYII=) of points with ![p_1 = p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADcAAAANBAMAAAD/FOu+AAAAMFBMVEX///9AQEAwMDAMDAy2trbMzMwEBAQWFhZQUFB0dHSKiorm5uYiIiJiYmKenp4AAABab3oFAAAAAXRSTlMAQObYZgAAAJZJREFUGBljYHh7emUnAwaAil6o2cAWAJFkLAeBGhAHIsrikMXAfgFdJ1SUm/U3A9sFBlVUaagoA6cBQ/yCtamokhBRBgYmAYb5DAxgSSQ7IaIMbAsYaqGSSLohogzxEzgPYEpCRBkmr+wF6kC3EyLKoAg2DF0SIspghVUSIsr9FST59uMCsBoYARFlWP7pAUwEiYaIAgAbFTG6WCI9EgAAAABJRU5ErkJggg==) and ![p_n = q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADgAAAANBAMAAAAOH7AzAAAAMFBMVEX///9AQEAwMDAMDAy2trbMzMwEBAQWFhZQUFB0dHSKiorm5uYiIiJiYmKenp4AAABab3oFAAAAAXRSTlMAQObYZgAAAMJJREFUGBljYHh7emUnAxbwYm4gA8OFmg1sAVBJxnIQqAHxOA+w5jKwOGQxsF/A1Om/gfsLAzfrbwY2LJJnGPg+APUbMMQvwNT5k4HjAAMDkwDDfJgcwk6WLwzsDQwMbAsYarnveF6EKYDQQMv2P2BgiJ/AeYCT+QI/qiSDCYM+UGTyyl4G7m0MwWiSjnPFgSKKINE1DDfQJBkYKoAiViBRWQbTCeiy/xgYuL+CBI8yaD5Ak2T5zcCw/BO6KFSR8CcHAL6oMqK/LSHUAAAAAElFTkSuQmCC) where each ![p_{i+1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAANBAMAAADVpBoRAAAAMFBMVEX///9AQEAwMDAMDAy2trbMzMwEBAQWFhZQUFB0dHSKiorm5uYiIiJiYmKenp4AAABab3oFAAAAAXRSTlMAQObYZgAAAJRJREFUCB1jYHh7emUnAwq4ULOBLQBZhMUhi4H9ArIIN+tvBrYLLAYMDHwgYVUg5jRgiF/AANTHCOSsTQUSTAIM84EURIQBJMK2gKGW4ZIDkkj8BM4DnJsWIIlMXtnLwM3GsElJWUlxA1iXIlAnw0QgBpkMFrECMUpWI0S4v4JEZBdARN5+XMCw/NMDkBAQgHUxMAAAcdEghv27Zn0AAAAASUVORK5CYII=) is directly density-reachable from![p_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAANBAMAAABSlfMXAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAGtJREFUCB1jYHh7YO9qBhCY0J7AmgCk2RyiGZgvgETYPjHwT2BrYGDgNWDIf8CgwMDAI8AwFSTDwLqBwZZhYgIDQ/4EzgPcORsYGC6/vAsUBkodBMnfAWJbEKPuAgPbNxBj5gaGHX8cQCwGAPHIGbHQLxSWAAAAAElFTkSuQmCC).

The relation of density-reachable is not symmetric. ![q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///9AQEAiIiIwMDDMzMxiYmIMDAy2trYWFhaKiorm5uZ0dHRQUFCenp4AAABu+UzIAAAAAXRSTlMAQObYZgAAAE9JREFUCB1jYOA9vesAA8MMhrIABpYnDOsKGJgVGO4xMPAFMBxiYPC7wNADJB243jIwsF1gfsDAwCId2MAABBwHQCTfBRBZtwBIMOaZMAAA+joRF6RBH0MAAAAASUVORK5CYII=) might lie on the edge of a cluster, having insufficiently many neighbors to count as dense itself. This would halt the process of finding a path that stops with the first non-dense point. By contrast, starting the process with ![q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///9AQEAiIiIwMDDMzMxiYmIMDAy2trYWFhaKiorm5uZ0dHRQUFCenp4AAABu+UzIAAAAAXRSTlMAQObYZgAAAE9JREFUCB1jYOA9vesAA8MMhrIABpYnDOsKGJgVGO4xMPAFMBxiYPC7wNADJB243jIwsF1gfsDAwCId2MAABBwHQCTfBRBZtwBIMOaZMAAA+joRF6RBH0MAAAAASUVORK5CYII=) would lead to ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=) (though the process would halt there, ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=)being the first non-dense point). Due to this asymmetry, the notion of density-connected is introduced: two points ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=) and ![q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///9AQEAiIiIwMDDMzMxiYmIMDAy2trYWFhaKiorm5uZ0dHRQUFCenp4AAABu+UzIAAAAAXRSTlMAQObYZgAAAE9JREFUCB1jYOA9vesAA8MMhrIABpYnDOsKGJgVGO4xMPAFMBxiYPC7wNADJB243jIwsF1gfsDAwCId2MAABBwHQCTfBRBZtwBIMOaZMAAA+joRF6RBH0MAAAAASUVORK5CYII=) are density-connected if there is a point ![o](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAJBAMAAAD5iKAgAAAALVBMVEX///+KiorMzMwMDAx0dHQwMDC2trYEBAQWFhaenp5iYmJQUFBAQEDm5uYAAAB6QLnwAAAAAXRSTlMAQObYZgAAAD9JREFUCB1jYOA9vZqBgWHGBe4DDLxlDJwPGFgbGFgeMLAvYOAxYNCbwMC+gYEvgUGcgYHVgamNgYH3yO4LDABe6gyS65Rf2wAAAABJRU5ErkJggg==) such that both ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAANBAMAAACN24kIAAAAMFBMVEX///9AQEDm5uYMDAy2trYEBATMzMwiIiIWFhZiYmJQUFCKioowMDB0dHSenp4AAAALBVuHAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYHh7YO9qBgaGCe0JrAkMbA7RDMwXGBjYPjHwT2Bg4DVgyH/AwMAjwDAVqIR1A4MtkMqfwHkASF1+eRdIMhwEEQxgCaC2b2DOjj8OQBoA4+sTexM9h3sAAAAASUVORK5CYII=) and ![q](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANBAMAAACJLlk1AAAALVBMVEX///9AQEAiIiIwMDDMzMxiYmIMDAy2trYWFhaKiorm5uZ0dHRQUFCenp4AAABu+UzIAAAAAXRSTlMAQObYZgAAAE9JREFUCB1jYOA9vesAA8MMhrIABpYnDOsKGJgVGO4xMPAFMBxiYPC7wNADJB243jIwsF1gfsDAwCId2MAABBwHQCTfBRBZtwBIMOaZMAAA+joRF6RBH0MAAAAASUVORK5CYII=) are density-reachable from![o](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAJBAMAAAD5iKAgAAAALVBMVEX///+KiorMzMwMDAx0dHQwMDC2trYEBAQWFhaenp5iYmJQUFBAQEDm5uYAAAB6QLnwAAAAAXRSTlMAQObYZgAAAD9JREFUCB1jYOA9vZqBgWHGBe4DDLxlDJwPGFgbGFgeMLAvYOAxYNCbwMC+gYEvgUGcgYHVgamNgYH3yO4LDABe6gyS65Rf2wAAAABJRU5ErkJggg==). Density-connectedness is symmetric.

**Density connectedness**

A cluster, which is a subset of the points of the database, satisfies two properties:

1. All points within the cluster are mutually density-connected.
2. If a point is density-connected to any point of the cluster, it is part of the cluster as well.

**Complexities**

DBSCAN visits each point of the database, possibly multiple times (e.g., as candidates to different clusters). For practical considerations, however, the time complexity is mostly governed by the number of region Query invocations. DBSCAN executes exactly one such query for each point, and if an indexing structure is used that executes such a neighborhood query in O(log n), an overall runtime complexity of ![O(n \cdot \log n)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGAAAAAVBAMAAABLWfZ5AAAAMFBMVEX///8WFhaKioowMDB0dHQMDAzMzMwEBAS2trYiIiLm5uZAQEBiYmJQUFCenp4AAAB4JSoOAAAAAXRSTlMAQObYZgAAAcRJREFUOBGNkE8oBHEUx7+tmdnZWbs7RweHPch5clAS5m7FSS5qHOSidg+SHBgXF4nIxUG/ksRpD3IQmXKzy83Bv3KXLElI8d4vM7/Zorya9/t83/e9358BVAiFf5BVV894dfI3ofmy+lC9FgTnUoTJ7MiHGFsPmHcCmFOA4cQMwm23Xku1SdmYoXQBpDxZipLuRqggfUc7BaSXfIyosqRfB8xlYI3toouz/wygBPOTG5cCrACJk0RhPZyjExYLV0BvpaVbWRto+OCO/jwmAS3ZjiM1kLWxJRK2MT2vrEMkS9zRI0CDrbk8OtVAMo+0kyrjhUqhdYscPQPWO1ADxCMwQbLoUNLdRw9aLeXgmVRoVZBjM/MqB3AJg284VpYD/QLaqzmdHSAVWhXoNqliAL4SmpGxBa0cPyeYhYJg+WPdQqNGa5gqQ/S9UVtAK4fu8huWG4VUobUHrAJzLhXbgGwNuV1mDt1N2Bj1tKtdVqHVRD+s6+yUS72EDtJVZgrjeBj31X1Ys19PvrJK0pRpS2GcdnyMq65sWXlpX3GM+ogHI93gRQjLURyjUQHTjvRCRAQtcRGxcVS9iQTqNtV8ZfxB9I+/Aa/ecX0fwWbGAAAAAElFTkSuQmCC) is obtained. Without the use of an accelerating index structure, the run time complexity is ![O(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAXBAMAAABQR7oEAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAUJJREFUKBVtkL9Lw0AYhh/Spm3SxnQRJ7GroBB0EhdXwaGLo+ji4CAEHB3qIg4uHd1UXBRROnUQoZltixX8AzIIglTaTfwB9bse0ZP6wd37vt9zd+QLjJTTuhjp6cYtR7X/0TF+/JcUQp0dGuGCtq+ttrq++nNwFnf43k2EcwDZk4SkSjpkN6XzCG41IV1qXEuod2TrhaQT4DR3qrxIOledSpm5hFQGA/DB+VKd9YBxsO/s+Ut9IB1jvSl7H7MMqdw0V5q4Abk9ZadqHMJzo8ykJl4Hvyg2/wF90R7sa1IoaeLJk5/SeiCrREpIekO0EoAMywrekoiUFWHL8fy2+C1Z72SCSFTmLsMpPIlwBmN9/F25LpWpyhAz7abyMqn8MK+lvBAtw71ueFgzkhUbgQkj5ItGcEpGoGsE1/DyKeFvXIRvoC5EsD7wdIgAAAAASUVORK5CYII=). Often the distance matrix of size ![(n^2-n)/2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAAXBAMAAAB5QEWDAAAAMFBMVEX///9AQEB0dHS2trYMDAwEBASKiooWFhYiIiIwMDCenp5iYmLMzMxQUFDm5uYAAAAgETWjAAAAAXRSTlMAQObYZgAAAZZJREFUOBGFUz1PwlAUPRWBQj/AuOnS6ORWJ01YiJv/QCdRRxZcnPsDjHE1Yaizg50ICYlhJTHBzUGHxkkXgwsxflDvbd/rR0A5yz33nPPue68vBWJcd+2YzyWml5vMDQFmlCmP8Dkj7QtXWk+C2Oa3lFJ1PeJNIWmu9IyqZKmq+GHTRnnphOggtg5jliLmRdg4qEGtA2fSKnviBlKI6gqXgoUq9C/oLWnW3o4lTddtblQf78AHtHth6UEwSqckzzN5AXaBPagNoHlx1PVZzECoqkvqGjv6D/J9wNrvK3ILliMIVfGoPWfJmKDio9Afo1TlPg2pGjTHdNgZuqgQp2fMW9wT9DuGn6gazdEabJ2C0zAcDH3uCYNLBu8uVE6r7JQalPaBooeH6W8tVD5J+IId5LBo0wobOxovz0CoigV0yKAH0sL5N8DkOZPkRqhFGteidqvXe8RCFdgAVr2ptFDpdXTK4CAIxjDrU7GscEX3dWNpOWazSZu+QuK8JnQWy9EpNhOD7vofSmSmtxf/0h9Lbkl3pPcLP55hLxd1zTgAAAAASUVORK5CYII=) is materialized to avoid distance recomputations. This however also needs ![O(n^2)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADEAAAAXBAMAAABQR7oEAAAAMFBMVEX///8iIiJAQEB0dHQWFhaKiooMDAzMzMwEBAS2trYwMDDm5uZiYmJQUFCenp4AAADG+azRAAAAAXRSTlMAQObYZgAAAUJJREFUKBVtkL9Lw0AYhh/Spm3SxnQRJ7GroBB0EhdXwaGLo+ji4CAEHB3qIg4uHd1UXBRROnUQoZltixX8AzIIglTaTfwB9bse0ZP6wd37vt9zd+QLjJTTuhjp6cYtR7X/0TF+/JcUQp0dGuGCtq+ttrq++nNwFnf43k2EcwDZk4SkSjpkN6XzCG41IV1qXEuod2TrhaQT4DR3qrxIOledSpm5hFQGA/DB+VKd9YBxsO/s+Ut9IB1jvSl7H7MMqdw0V5q4Abk9ZadqHMJzo8ykJl4Hvyg2/wF90R7sa1IoaeLJk5/SeiCrREpIekO0EoAMywrekoiUFWHL8fy2+C1Z72SCSFTmLsMpPIlwBmN9/F25LpWpyhAz7abyMqn8MK+lvBAtw71ueFgzkhUbgQkj5ItGcEpGoGsE1/DyKeFvXIRvoC5EsD7wdIgAAAAASUVORK5CYII=) memory.

**Advantages**

1. DBSCAN does not require one to specify the number of clusters in the data a priori, as opposed to k-means.
2. DBSCAN can find arbitrarily shaped clusters. It can even find a cluster completely surrounded by (but not connected to) a different cluster. Due to the MinPts parameter, the so-called single-link effect (different clusters being connected by a thin line of points) is reduced.
3. DBSCAN has a notion of noise.
4. DBSCAN requires just two parameters and is mostly insensitive to the ordering of the points in the database. (However, points sitting on the edge of two different clusters might swap cluster membership if the ordering of the points is changed, and the cluster assignment is unique only up to isomorphism.)

**Disadvantages**

1. The quality of DBSCAN depends on the distance measure used in the function regionQuery (P,![\varepsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///8WFhaenp50dHRiYmKKiorm5ua2trYwMDBAQEAEBAQMDAxQUFDMzMwAAADDKdt3AAAAAXRSTlMAQObYZgAAADVJREFUCB1jYLizaycDA297AusFBtYEBiBgczUHkiwgJoMumDQDCjIw3ExgO8DAwCQtmcAAAAOJCAKDyWo6AAAAAElFTkSuQmCC)). The most common distance metric used is Euclidean distance. Especially for high-dimensional data, this metric can be rendered almost useless due to the so-called "Curse of dimensionality", making it difficult to find an appropriate value for![\varepsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///8WFhaenp50dHRiYmKKiorm5ua2trYwMDBAQEAEBAQMDAxQUFDMzMwAAADDKdt3AAAAAXRSTlMAQObYZgAAADVJREFUCB1jYLizaycDA297AusFBtYEBiBgczUHkiwgJoMumDQDCjIw3ExgO8DAwCQtmcAAAAOJCAKDyWo6AAAAAElFTkSuQmCC). This effect, however, is also present in any other algorithm based on Euclidean distance.
2. DBSCAN cannot cluster data sets well with large differences in densities, since the minPts-![\varepsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAALVBMVEX///8WFhaenp50dHRiYmKKiorm5ua2trYwMDBAQEAEBAQMDAxQUFDMzMwAAADDKdt3AAAAAXRSTlMAQObYZgAAADVJREFUCB1jYLizaycDA297AusFBtYEBiBgczUHkiwgJoMumDQDCjIw3ExgO8DAwCQtmcAAAAOJCAKDyWo6AAAAAElFTkSuQmCC) combination cannot then be chosen appropriately for all clusters.