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### Abstract

This handbook chapter provides an essential introduction to the field of spatial econometrics, offering a comprehensive overview of techniques and methodologies for analysing spatial data in the social sciences. Spatial econometrics addresses the unique challenges posed by spatially dependent observations, where spatial relationships among data points can significantly impact statistical analyses. The chapter begins by exploring the fundamental concepts of spatial dependence and spatial autocorrelation, and highlighting their implications for traditional econometric models. It then introduces a range of spatial econometric models, particularly spatial lag, spatial error, and spatial lag of X models, illustrating how these models accommodate spatial relationships and yield accurate and insightful results about the underlying spatial processes. The chapter provides an intuitive understanding of these models compare to each other. A practical example on London house prices demonstrates the application of spatial econometrics, emphasising its relevance in uncovering hidden spatial patterns, addressing endogeneity, and providing robust estimates in the presence of spatial dependence.
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# 2. Spatial Data Analysis

## 2.1 Introduction

The availability of spatial data for social sciences has rapidly increased over the past decade. Various spatial packages have been implemented in standard statistical software and have steadily been updated (Bivand 2022). At the same time, many empirical social science papers investigate research questions with an explicit spatial focus. Examples of spatial topics in the social sciences include labour market dynamics (Martén, Hainmueller, and Hangartner 2019; Nisic 2017; Zoch 2021), processes of residential segregation (Roberto 2018; Tóth et al. 2021) and gentrification (Fransham 2020; Zapatka and Beck 2021), the spatial distribution of environmental goods or bads (Boillat, Ceddia, and Bottazzi 2022; Jünger 2022; Rüttenauer 2018), the consequences of extreme weather events (Ogunbode et al. 2019; Hoffmann et al. 2022; Rüttenauer 2023) or the access to infrastructural conditions (Moreno-Monroy, Lovelace, and Ramos 2018; Liao et al. 2020; Wiedner, Schaeffer, and Carol 2022).

In general, spatial data is structured like conventional data (e.g. a dataset with variables), but has one additional dimension: every observation is linked to some geo-spatial information. Most common types of spatial information are points, lines, or polygons. Similar to the time dimension in panel data, this adds an additional layer of information and connectivity between units. As with panel data, we could thus proceed as if we had conventional data and ignore the spatial dimension. This comes however with two distinct problems. First, we waste potentially interesting information, that may help us to understand the underlying social processes. Second, we will end up with biased inferential statistics and biased point estimates in some cases if we ignore the underlying spatial dependence.

There are various techniques to model spatial dependence and spatial processes (LeSage and Pace 2009). Here, we will cover the most common spatial econometric models. Generally, spatial regression models make some assumptions about the source of spatial dependence observed in the data and then account for this dependence in the specified model. What makes spatial regression models more complicated than panel models is the ambiguous direction and circular nature of the dependence. I may influence my neighbour, but my neighbour may also influence me (interdependence). Moreover, if someone influences a third neighbour, they may be neighbours of my neighbour – 2nd order neighbour of me – which will then influence me as well (diffusion). However, we may also not influence each other at all but just be affected by the same exogenous shock, thus making our observed values more similar (common confounding).

The chapter proceeds as follows. First, we will briefly introduce the concept of spatial connectivity and spatial dependence and clarify why conventional regression techniques may fail with spatial dependence. We will then provide an overview of the most common spatial regression models. In a further step, we will demonstrate how to interpret summary measures of the coefficients of these models, which becomes more complicated in the case of spatial interdependence. Lastly, we use the relation between neighbourhood characteristics and house prices in London as an applied example.

### 2.1.1 Spatial weights

Given the geographical information of spatial data (i.e. the location of each unit), we can form relationships between units: which units are closer or further away from each other. Similar to network analysis, we have to set up a measure that defines which units are connected to each other and how they are connected (e.g. the magnitude of connectivity). There are some obvious measures that can be used to define these relations with spatial data: adjacency and proximity.

The connectivity between units is usually represented in a matrix denoted . The spatial weights matrix is an dimensional matrix, where each element of this matrix specifies the relation or connectivity between each pair of units and .

In the example above, describes the relationship between unit 3 and unit 1, while describes how unit 2 and unit are connected. The diagonal elements of are always zero: no unit is a neighbour of itself. This is not true for spatial multiplier matrices (as we will see later). Contiguity weights are a very common type of spatial weights. This is a binary specification, taking the value 1 for neighbouring units (queens: sharing a common edge; rook: sharing a common border), and 0 otherwise. See for instance Pebesma and Bivand (2023) for more detailed information about spatial relations.

Contiguity weights matrices are usually sparse matrices and keep relations relatively simple and easy to interpret. However, they often create island, i.e. units without any neighbours, which can be problematic for spatial regression models. Another common type of connectivity measures is distance based weights. For instance, inverse distance weights assign higher weights to more proximate units , where distance is usually discounted by a spatial decay factor . Often is it recommended to specify a distance threshold (e.g. 100km) to get rid of very small non-zero weights for very distant units. There is an ongoing debate about the importance of spatial weights for spatial econometrics and about the right way of specifying weights matrices (LeSage and Pace 2014; Neumayer and Plümper 2016).

### 2.1.2 Normalization

Normalizing ensures that the parameter space of the spatial multiplier in regression models is restricted to , and the multiplier matrix is non-singular (more on this later). The important message is: normalizing the weights matrix is always a good idea. Otherwise, the spatial parameters may blow up – if they can be estimated at all. Normalising also ensures an easy interpretation of spillover effects (as we see later). Again, how to normalize a weights matrix is subject of debate (LeSage and Pace 2014; Neumayer and Plümper 2016).

Row-normalization divides each non-zero weight by the sum of all weights of unit , which is the sum of the row : . With contiguity weights and row-normalisation, spatially lagged variables contain the mean of the respective variable among the neighbours of . However, proportions between units such as distances get lost due to row-normalisation, which can be bad if one is theoretically interested in using inverse-distance based weights. It also induces asymmetries, as different units have different numb of neighbours: .

Another common way of standardization is maximum eigenvalues normalization. Maximum eigenvalues normalization divides each non-zero weight by the overall maximum eigenvalue of the entire matrix : . Each element of is divided by the same scalar value, which preserves the relations. It keeps proportions of connectivity strengths across rows, which is relevant for distance based . I thus recommend maximum eigenvalues normalization for distance based neighbours weights. However, interpretation may become more complicated.

### 2.1.3 Spatial dependence

‘Everything is related to everything else, but near things are more related than distant things’ (Tobler 1970). Tobler’s first law of geography has been used extensively (11,584 citation in 2023-06) to describe spatial dependence. In practical term, this means that close observations are more likely to exhibit similar values on some of their characteristics, and we cannot handle observations as if they were independent.

There is a very easy and intuitive way of detecting spatial autocorrelation: look at the map. Below we can see three distinct patterns. Figure [Figure 2.1](#fig-chess) a) has perfect negative auto-correlation. Every black unit is surrounded by white units, and every white unit is surrounded by black units. Figure [Figure 2.1](#fig-chess) b) has very strong positive autocorrelation. Most white units are surrounded only by white units, and most black units are surrounded by only black units. Figure [Figure 2.1](#fig-chess) c), by contrast, is generated by a random process, although even here one is inclined to observe some degree of clustering.

|  |
| --- |
| Figure 2.1: Forms of spatial dependence: a) perfect negative autocorrelation, b) nearly perfect positive autocorrelation, c) random. |

Would our interpretation be the same if we aggregate the data to four larger areas / districts using the average within each of the four districts? We would actually draw very different conclusions. It is thus important to keep in mind that spatial dependence is a also a result of spatial boundaries and potential higher-level processes generating an outcome (Wong 2009). If a variable was measured on the district level and we assign those district-level measures to the lower neighborhood level, we will artificially introduce spatial dependence / clustering in our data.

Given our spatial data, we can use various statistical measures to test whether there is spatial dependence. The most common statistic for spatial dependence or autocorrelation is Moran’s I, which goes back to Moran (1950) and Cliff and Ord (1972). For more extensive materials on Moran’s I see for instance Kelejian and Piras (2017), Chapter 11. We first define a neighbours weights matrix , and the Global Moran’s I test statistic is calculated as

In the case of row-standardized weights, . Moran’s measures the correlation between neighbouring values: how does my correlated with the average of my neighbours? Negative values indicate negative autocorrelation, values around zero (not zero exactly) indicate no autocorrelation, and positive values indicate positive autocorrelation. Moran’s can also be calculated for the residuals from an estimated model (e.g. non-spatial OLS), which allows to test for remaining autocorrelation after accounting for potential confounders.

## 2.2 Bias in non-spatial OLS

So, why should we care about spatial dependence? First, spatial dependence violates standard assumptions of common non-spatial estimators. Second, spatial dependence itself can provide important information about the social processes that generated the data we observe.

Let us start with a linear model in the non-spatial setting. Here, is the outcome or dependent variable (), are various exogenous covariates (), and () is the error term. We are usually interested in an estimate for the coefficient vector .

The work-horse for estimating in the social science is the OLS estimator (Wooldridge 2010), which is given by the form:

This OLS estimator hinges on a few assumptions, among them that the underlying sample observations are independent and identically distributed (i.i.d). This assumption is often violated with spatial data. Another (more important) assumptions is the absence of any omitted (residual) variables that are related to and : . This assumption is violated when our neighbours’ characteristics influence our covariates and our outcome.

So, does spatial dependence allways induce bias in non-spatial estimators? No, the best answer is: *it depends* (Betz, Cook, and Hollenbach 2020; Cook, Hays, and Franzese 2020; Pace and LeSage 2010; Rüttenauer 2022). The easiest way to think of it is analogous to the well-kown omitted variable bias (Betz, Cook, and Hollenbach 2020; Cook, Hays, and Franzese 2020):

where is some omit variable, and is the conditional effect of on . Now imagine that the neighbouring values of the dependent variable are autocorrelated to focal unit which we denote with , and that the covariance between the focal unit’s exogenous covariate and is not zero (my covariate correlates with my neighbours’ outcome). Then we will have an omitted variable bias due to spatial dependence:

## 2.3 Spatial Regression Models

Spatial regression models do not only overcome the potential bias, they also help us to understand the spatial processes happening in the underlying data. Broadly, spatial dependence in some characteristics can be the result of three different processes: a) Spatial interdependence, b) Clustering in unobservables, and c) Spillovers from covariates. As shown in Figure [Figure 2.2](#fig-models), there are three basic ways of incorporating spatial dependence: the Spatial Autoregressive Model (SAR) accounts for spatial interdependence, the Spatial Error Model (SEM) for clustering on unobservables, and the Spatially lagged X Model (SLX) for spillovers from covariates. Moreover, they can be further combined. As before, the spatial weights matrix defines the spatial relationship between units.

|  |
| --- |
| Figure 2.2: Spatial regression models and their assumptions about spatial dependence. |

### 2.3.1 Spatial Autoregressive Model (SAR)

The Spatial Autoregressive Model (SAR) model is by far the most prominent spatial specification. It assumes spatial interdependence in the outcome and incorporates this interdependence in the model:

Here, denotes the strength of the spatial correlation in the dependent variable (spatial autocorrelation): *your outcome influences my outcome* (: positive spatial dependence, : negative spatial dependence, : traditional OLS model). Given that we have normalised the weights matrix, is defined in the range of .

### 2.3.2 Spatial Error Model (SEM)

A second, also very common spatial model is the Spatial Error Model (SEM). It assumes Clustering on unobservables, and thus models spatial interdependence in the error term:

In this case, denotes the strength of the spatial correlation in the errors of the model: *your error influences my errors* (: positive error dependence, : negative error dependence, : traditional OLS model). Again, is defined in the range of .

### 2.3.3 Spatially lagged X Model (SLX)

A third spatial model is called Spatially lagged X Model (SLX). It assumes spillovers in the covariates. It specifies a relationship between the covariate values of neighbours and the outcome of the focal unit:

In the SLX, denotes the strength of the spatial spillover effects from covariate(s) on the dependent variable: *your covariates influence my outcome*. In contrast to the previous two specifications, is defined like any other coefficient from a conventional covariate. It is thus not bound to any range, and its scale depends on the scale of the covariates in .

The dependence structure assumed in SAR and SEM has a circular element (see Figure [Figure 2.2](#fig-models)). In A SAR model, my outcome influences my neighbours’ outcome, which then again influences my outcome. In A SEM model, my error term influences my neighbours’ error term, which then again influences my error term. This also means that SAR and SEM models cannot be estimate by conventional OLS estimators, as they would suffer from simultaneity bias in the spatial autoregressive term:

with defined as the th element of the spatial lag operator . It can further be shown that the second part of the equation , which demonstrates that OLS would provide a biased estimate of (Franzese and Hays 2007; Sarrias 2023).

A potential way of estimating SAR-like models is an instrumental variable approach with 2SLS, where the autoregressive term is instrumented by spatial lags of (Kelejian and Prucha 1998). SEM-like models can be estimated using Generalized Method of Moments (Kelejian and Prucha 1999). However, given the improvements in computational power, it is now common to rely on Maximum Likelihood estimation of spatial models (Ord 1975; Anselin 1988). They start with some auxiliary regression to obtain initial estimates, and then update them in further steps. For more details see Bivand and Piras (2015), LeSage and Pace (2009), and Sarrias (2023). The package spatialreg (Bivand and Piras 2015; Bivand, Millo, and Piras 2021; Pebesma and Bivand 2023) provides a series of functions to calculate the ML estimators for all spatial models consider here.

Moreover, there are models combining two sets of the above specifications.

### 2.3.4 Spatial Durbin Model (SDM)

The spatial Spatial Durbin Model (SDM) integrates spatial interdependence in the outcome and spatial spillovers in covariates by combining SAR and SLX:

### 2.3.5 Spatial Durbin Error Model (SDEM)

The Spatial Durbin Error Model (SDEM) model integrates clustering on unobservables and spillovers in covariates by combining SEM and SLX:

### 2.3.6 Combined Spatial Autocorrelation Model (SAC)

The Combined Spatial Autocorrelation Model (SAC) assumes spatial interdependence in the outcome and clustering on unobservables to be present at the same time. It combines SAR and SEM:

The SAC specification has demonstrated a rather poor performance in Monte Carlo simulations (Rüttenauer 2022). Moreover, it has been argued that the SAC specification has severe theoretical drawbacks in applied research, and that its popularity (among econometricians) mainly stems from the fact that it constitutes an interesting estimation problem (LeSage 2014).

### 2.3.7 General Nesting Spatial Model (GNS)

Finally, the General Nesting Spatial Model (GNS) nests all three processes: spatial interdependence, clustering on unobservables, and spillovers in covariates. It can be written as a full combination of SAR, SEM, and SLX:

One could be inclined to think that the General Nesting Spatial Model is superior compared to the more restricted models with two or one source of spatial dependence. However, in practice the GNS is rather useless as an estimation model, as it is only weakly identifiable at best (Gibbons and Overman 2012). This is analogous to Manski’s reflection problem on neighbourhood effects (Manski 1993): if people in the same group behave similarly, this can be because a) imitating behaviour of the group (), b) members of the same group are exposed to the same external circumstances (), and c) exogenous characteristics of the group members () influence the behaviour. *We just cannot separate those in observational data.*

All of the models above assume different data generating processes (DGP) leading to the observed spatial pattern. Although there are specifications tests, it is generally not possible to let the data decide which one is the true underlying DGP (Cook, Hays, and Franzese 2020; Rüttenauer 2022). There may however be theoretical reasons to guide the model specification (Cook, Hays, and Franzese 2020). SAR is the most commonly used model, but it is definitely not the best choice in many applications. Various studies (Halleck Vega and Elhorst 2015; Rüttenauer 2022; Wimpy, Whitten, and Williams 2021) highlight the advantages of the relative simple SLX model. Moreover, this specification can be incorporated in any other statistical method, such as non-linear estimators or machine learning algorithms.

Note that missing values create a problem in spatial data analysis. For instance, in a local spillover model with an average of 10 neighbours, two initial missing values will lead to 20 missing values in the spatially lagged variable. For global spillover models, one initial missing will diffuse through the neighbourhood system until the cut-off point (and create an excess amount of missings). Depending on the data, units with missings can either be dropped and omitted from the initial weights creation, or we need to impute the data first, e.g. using interpolation or Kriging. Similarly, islands (i.e units without neighbours) create problems in the estimation procedure. If this is a very small number of observations, they can be dropped. Otherwise, distance or k-nearest neighbours may be alternative options for that circumvent this problem.

## 2.4 Spatial Impacts

As shown in Figure [Figure 2.2](#fig-models), models withe a SAR-like process have a feedback loop in the outcome: if my influences my , this change in my will influence my neighbour’s , which will influence their neighbours’ and also my own again (I am second order neighbour of my neighbour). We thus cannot interpret coefficients as marginal or partial effects in SAR, SAC, and SDM (Anselin 2003; LeSage and Pace 2009; Kelejian and Piras 2017). This is similar to auto-regressive time-series models where we have a long-term effects due a one unit change in . We thus differentiate between the effects in SAR-like models and those in models without an auto-regressive (endogenous) outcome term: while SAR, SAC, and SDM assume **global** spatial dependence, SLX and SDEM assume **local** spatial dependence (Anselin 2003; Halleck Vega and Elhorst 2015; LeSage and Pace 2009).[[1]](#footnote-45) Consequently, also interpretation of the coefficients differs between models with endogenous feedback loops and those with only local spillovers.

### 2.4.1 Global spillovers

To see the meaning of marginal effects in SAR-like models, we have to consider its reduced form:

where is an diagonal matrix (diagonal elements equal 1, 0 otherwise). If interpreting regression results, we are usually interested in marginal or partial effects (the association between a unit change in and ). We obtain these effects by looking at the first derivative. When taking the first derivative of the explanatory variable from the reduced form in () to interpret the partial effect of a unit change in variable on , we receive

for each covariate . The partial derivative with respect to produces an matrix, thereby representing the partial effect of each unit onto the focal unit itself and all other units . The dimensional term is also called spatial multiplier matrix. Intuitively, this multiplier matrix equals as a power series:[[2]](#footnote-46)

where the identity matrix contains the direct effects and the sum represents the first and higher order indirect effects, including the feedback loops. It implies that a change in one unit does not only affect the direct neighbours but passes through the whole system towards higher-order neighbours, where the impact declines with distance within the neighbouring system. Global indirect impacts thus are `multiplied’ by influencing a) direct neighbours as specified in and b) indirect neighbours not connected according to , with c) additional feedback loops between those neighbours.

Consider a minimal example with 5 observations, and assume the weights matrix and its row-normalised version look as follows:

Assume that we have relatively strong spatial interdependence with . If we want to get the total effect of on , we need to combine the direct effects on the diagonal and the indirect effects on the off-diagonal.

Finally, we take the inverse and calculate the spatial multiplier matrix

The multiplier matrix has diagonal elements : these include direct effects and also feedback loops, which amplify the direct impact: my influences my directly, but my then influences my neighbour’s , which then influences my again (and other neighbour’s s). The influence of my on my includes a spatial multiplier effect. To get the partial effect of a change in , we need to multiply the coefficient estimate from the SAR model model with the spatial multiplier matrix. Assume we have , then the partial effect is given by matrix

The partial effects matrix contains the effect of each unit on itself on the diagonal (including feedback loops) and the effect on each other unit on the off-diagonal. In theory, tells us that a one-unit change of in observation 1 correlates with a unit change in the outcome of observation 3. The th row of the matrix represent the impacts **on** individual observation , whereas the th column contains the impacts **from** an individual observation (Anselin 2003; LeSage and Pace 2009; LeSage 2014). However, the variation across these individual effects depends foremost on the weights matrix . They are not individual estimates, and it is advisable to not interpret these individual effects, but rather refer to their summary measures (see below).

Substantively Interpreting these global spillover effects can be a bit tricky. The global spillover effects can be understood as a diffusion process. For example, an exogenous event may increase the house prices in one district of a city, thus leading to an adaptation of house prices in neighbouring districts, which then leads to further adaptations in other units (the neighbours of the neighbours), thereby globally diffusing the effect of the exogenous event due to the endogenous lag of term. Yet, those processes happen over time. In a cross-sectional framework, Anselin (2003) proposes an interpretation as an equilibrium outcome, where the partial impact represents an estimate of how this long-run equilibrium would change due to a change in (LeSage 2014).

### 2.4.2 Local spillovers

In contrast, the the spatial spillover effects of SLX and SDEM are local spillover effects. They can be interpreted as the effect of a one unit change of in the spatially weighted neighbouring observations on the dependent variable of the focal unit. It is the effect of the weighted average value among neighbours. When using a row-normalised contiguity weights matrix, is the simple mean of in the neighbouring units.

Assume we have covariates, then

Only direct neighbours – as defined in – contribute to those local spillover effects. The coefficients only estimate how my direct neighbour’s values influence my own outcome . There are no higher order neighbours involved as long as we do not explicitly specify such higher order processes, nor are there any feedback loops due to interdependence.

In consequence, local and global spillover effects represent two distinct kinds of spatial spillover effects (LeSage 2014). The interpretation of local spillover effects is straightforward: it is the effect of a change in among local neighbours on the outcome of the focal unit . Global spillover effects are a bit more complicated: it is the effect that a change in one unit has on the entire system of neighbours, bringing on a new equilibrium outcome.

### 2.4.3 Summary measures

Marginal or partial effects in SAR-like models are given by an matrix of effects. However, since reporting the individual partial effects is usually not of interest, LeSage and Pace (2009) proposed to average over these effect matrices. While the average diagonal elements of the effects matrix represent the so called direct impacts of variable , the average column-sums of the off-diagonal elements represent the so called indirect impacts (or spatial spillover effects).

| Model | Direct Impacts | Indirect Impacts | type |
| --- | --- | --- | --- |
| OLS/SEM |  | – | – |
| SAR/SAC | Diagonal elements of | Off-diagonal elements of | global |
| SLX/SDEM |  |  | local |
| SDM | Diagonal elements of | Off-diagonal elements of | global |

Note that impacts in **SAR and SAC are bound to a common ratio** between direct and indirect impacts. SAR and SAC models only estimate one single spatial multiplier coefficient. Thus direct and indirect impacts are bound to a common ratio, say , across all covariates: if , then , . For specifications including a lagged version of , in contrast, we estimate a local spatial effect for each unique covariate, plus an additional spatial multiplier in case of an SDM. SLX-like specification are thus much more flexible. Usually, impact measures come with simulation based inferential statistics (Bivand and Piras 2015).

## 2.5 Model selection

Various spatial model specifications can be used to account for the spatial structure of the data. Selecting the correct model specification remains a crucial task in applied research. There are two empirical strategies for model selection: a specific-to-general or a general-to-specific approach (Florax, Folmer, and Rey 2003; Mur and Angulo 2009). However, both come with severe drawbacks.

The specific-to-general approach is more common in spatial econometrics. This approach starts with the most basic non-spatial model and tests for possible misspecification due to omitted autocorrelation in the error term or the dependent variable. Anselin et al. (1996) has proposed to use robust Lagrange multiplier (LM) tests for the hypotheses : and : , which are robust against the alternative source of spatial dependence. The specific-to-general approach based on the robust LM test offers a good performance in distinguishing between SAR, SEM, and non-spatial OLS (Florax, Folmer, and Rey 2003). Still, the test disregard the presence of spatial dependence from local spillover effects ( is assumed to be zero), as resulting from an SLX-like process. Cook, Hays, and Franzese (2020) show theoretically that an SLX-like dependence structure leads to the rejection of both hypotheses : and : , though no autocorrelation is present (Elhorst and Halleck Vega 2017; Rüttenauer 2022).

The general-to-specific approach follows the opposite direction. It starts with the most general model and stepwise imposes restrictions on the parameters of this general model. In theory, we would 1) start with a GNS specification and 2) subsequently restrict the model to simplified specifications based on the significance of parameters in the GNS (Halleck Vega and Elhorst 2015). The problem with this strategy is that the GNS is only weakly identified and, thus, is of little help in selecting the correct restrictions (Burridge, Elhorst, and Zigova 2016). The most intuitive alternative would be to start with one of the two-source models SDM, SDEM, or SAC. This, however, bears the risk of imposing the wrong restriction in the first place (Cook, Hays, and Franzese 2020). Furthermore, Cook, Hays, and Franzese (2020) show that more complicated restrictions are necessary to derive all single-source models from SDEM or SAC specifications.

Some argue that the best way of choosing the appropriate model specification is to exclude one or more sources of spatial dependence – autocorrelation in the dependent variable, autocorrelation in the disturbances, or spatial spillover effects of the covariates – by design Gibbons, Overman, and Patacchini (2015). Natural experiments would be the best way of making one or more sources of spatial dependence unlikely, thereby restricting the model alternatives to a subset of all available models. However, the opportunities to use natural experiments are restricted in social sciences, making it a favourable but often impractical way of model selection. Cook, Hays, and Franzese (2020) and Rüttenauer (2022) argue that theoretical considerations should guide the model selection. 1) Rule out some sources of spatial dependence by theory, and thus restrict the specifications to a subset, and 2) theoretical mechanisms may guide the choice of either global or local spillover effects.

A recent simulation study (Rüttenauer 2022) has shown that SLX, SDM, and SDEM are preferable if all sources of dependence may be present. Besides that, the SLX is the most simple specification, as it can easily be estimated by OLS. Given that is just another variable, SLX can easily be combined with non-linear models or other more complicated model specifications, such as panel estimators or machine learning algorithms. Similar conclusions are supported by Wimpy, Whitten, and Williams (2021), and also Jeffrey Wooldridge argued for SLX as the only reasonable spatial specification in a Tweet from 2021 called “I will use spatial lags of X, not spatial lags of Y” [[3]](#footnote-51).

## 2.6 House prices in London

We consider the example of local house prices in London and estimate the effect of local characteristics such as green space and public transport connectivity on the median house price. The relation between environmental characteristics and housing choice and prices has been investigated in several studies (Anselin and Lozano-Gracia 2008; Kley and Dovbishchuk 2021; Liebe, van Cranenburgh, and Chorus 2023). The data for the current example was retrieved from the London Datastore[[4]](#footnote-54), the 2011 Census[[5]](#footnote-57) and OpenStreetMaps and combined at the Middle Layer Super Output Areas (MSOA). There are 983 MSOAs in London with an average population size of around 8,000 residents. The script for compiling and preparing the data can be found in the Supplementary Materials. All data preparation and analysis were performed with the statistical software R. For a comprehensive overview of spatial software see Bivand, Millo, and Piras (2021) or Pebesma and Bivand (2023).

|  |
| --- |
| Figure 2.3: Spatial distribution of log-transformed median house prices and transport accessibility across London. |

Figure [Figure 2.3](#fig-map) shows the spatial distribution of house prices and public transport access across London, both log-scaled for mapping. As we would expect, both indicators follow a relatively strong spatial pattern. House prices first decrease with increasing distance to the centre, and then seem to increase again in suburban areas. Moreover, there seems to be a pattern of higher prices towards the west and particularly high prices around Hyde Park. Public transport accessibility steadily decreases with distance to the city centre. Spatial regression models thus seem to be important here for two reasons: a) observations are not independent of each other but follow clear spatial patterns, and b) surrounding / adjacent urban characteristics likely play a role for housing demand and prices in the focal unit as well.

In Table 1, we regress the median house price in 2011 on the area (in km^2) covered by green space according to OpenStreetMaps, an index of public transport access (ranging from 0-low accessibility to 100-high accessibility), and several population characteristics from the 2011 census such as population density, the percent of non-UK residents and the percent of social housing. Reported are results form (1) non-spatial OLS, (2) Spatial Autoregressive (SAR), (3) Spatial Error Model (SEM), (4) Spatial Lag of X (SLX), (5) Spatial Durbin Model (SDM), (6) and Spatial Durbin Error Model(SDEM). All variables were standardized before estimation, and we thus interpret coefficients in standard deviations. Note that we do not estimate results for Spatial Autoregressive Combined (SAC) models because of its severe drawbacks for applied research (LeSage 2014).

=============================================================================================================  
 OLS SAR SEM SLX SDM SDEM   
-------------------------------------------------------------------------------------------------------------  
(Intercept) 0.000 -0.012 0.023 0.006 0.002 0.007   
 (0.027) (0.017) (0.139) (0.024) (0.015) (0.103)   
Green space 0.204 \*\*\* 0.132 \*\*\* 0.099 \*\*\* 0.135 \*\*\* 0.105 \*\*\* 0.108 \*\*\*  
 (0.029) (0.018) (0.015) (0.026) (0.016) (0.020)   
Public transport access 0.366 \*\*\* 0.097 \*\*\* -0.055 -0.152 \*\* -0.101 \*\* -0.043   
 (0.033) (0.021) (0.033) (0.054) (0.034) (0.033)   
Population density 0.190 \*\*\* 0.056 \* -0.093 \*\*\* -0.111 \* -0.110 \*\*\* -0.098 \*\*\*  
 (0.037) (0.023) (0.027) (0.044) (0.028) (0.029)   
% non-UK -0.033 -0.051 \* -0.251 \*\*\* -0.234 \*\*\* -0.264 \*\*\* -0.233 \*\*\*  
 (0.033) (0.020) (0.033) (0.053) (0.033) (0.032)   
% social housing -0.403 \*\*\* -0.202 \*\*\* -0.260 \*\*\* -0.308 \*\*\* -0.266 \*\*\* -0.282 \*\*\*  
 (0.032) (0.020) (0.022) (0.035) (0.022) (0.024)   
W Green space 0.255 \*\*\* -0.028 0.046   
 (0.040) (0.026) (0.043)   
W Public transport access 0.697 \*\*\* 0.240 \*\*\* 0.274 \*\*\*  
 (0.069) (0.045) (0.073)   
W Population density 0.456 \*\*\* 0.135 \*\* -0.045   
 (0.065) (0.041) (0.075)   
W % non-UK 0.304 \*\*\* 0.301 \*\*\* 0.244 \*\*\*  
 (0.066) (0.042) (0.070)   
W % social housing -0.353 \*\*\* 0.119 \*\*\* -0.136 \*   
 (0.053) (0.035) (0.064)   
rho 0.786 \*\*\* 0.792 \*\*\*   
 (0.020) (0.022)   
lambda 0.890 \*\*\* 0.852 \*\*\*  
 (0.015) (0.019)   
-------------------------------------------------------------------------------------------------------------  
Num. obs. 983 983 983 983 983 983   
R^2 0.263 0.440   
Adj. R^2 0.259 0.434   
LR test: statistic 788.549 933.187 729.973 692.365   
LR test: p-value 0.000 0.000 0.000 0.000   
AIC 2502.649 1716.100 1571.462 2242.641 1514.668 1552.276   
=============================================================================================================  
\*\*\* p < 0.001; \*\* p < 0.01; \* p < 0.05

Compared to results from conventional non-spatial models, Table 1 comes with several additions: First, variables starting with a “W” (or “lag”) indicate the spatially lagged variable or in the case of row-normalized weights matrices the average value of the respective variable across the local neighbours. Moreover, there are two auto-regressive parameters: “rho” for the estimated auto-correlation in the dependent variable and “lambda” for the estimated auto-correlation in the error term. In case of the SAR, a highly significant coefficient of 0.786 indicates strong positive spatial auto-correlation in the median house price: the house price in adjacent areas positively impacts the focal house prices. A of 0.89 in the SEM however indicates that there is very strong spatial auto-correlation among the (remaining) error variance. The likelihood ratio test in the goodness-of-fit statistics are highly significant in both cases, rejecting the NULL of no spatial auto-autocorrelation.

Given the strong positive auto-correlation in the dependent variable in SAR and SDM, we cannot directly interpret the coefficients as marginal effects. Similar to auto-regressive temporal models, we need to account for the spatial multiplier effect. For SEM, SLX and SDEM, we could directly interpret the coefficients of Table 1. However, we plot the impacts of all five models in Figure [Figure 2.4](#fig-coefs) for reasons of comparison. Note that SEM only has direct and no indirect impacts.

|  |
| --- |
| Figure 2.4: Direct and indirect impacts from spatial regression models. Dependent variable: mean house prices. All vairables are standardised. |

We start with the results of the SAR model in Figure [Figure 2.4](#fig-coefs). A one standard-deviation increase of green space in the focal unit is associated with a 0.16 standard deviation increase in house prices within the same spatial unit. However, there are also highly significant diffusion processes. This increase in green space in the focal unit will also increase house prices in neighbouring units and the neighbours of these neighbours. This indirect impact will add up to a 0.453 standard deviation increase in house prices across neighbouring units connected through the spatial weights system. Similarly, an increase in public transport accessibility is associated with a 0.118 standard-deviation higher median house price in the unit itself and an additional 0.453 deviation increase diffusing though the neighbouring regions. Note that direct and indirect effects are bound to a common ration, as SAR only estimates one single spatial parameter . In our case, every indirect impact equals approximately 2.83 times the direct impact. This is a very restrictive conditions and a severe drawback of the SAR model.

The SLX - similar to SAR - estimates a positive impact of green space in the focal but also in adjacent neighbourhoods on house prices in the focal unit. A one standard deviation in the focal unit is associated with 0.135 standard-deviations higher house price in the focal unit. If green spaces in adjacent neighbourhoods increase on average by one standard deviation, this would increase house prices in the focal unit by 0.255 standard deviations. Note that the SLX tells a different story about the effect of public transport access than SAR: there is a negative direct and a very strong and positive indirect effect. A one standard deviation increase in public transport access in the focal unit is associated with -0.152 standard deviations lower house prices. In contrast, more public transport in the local surrounding (the average neighbours) is associated with 0.697 standard deviations higher prices. This is in line with the idea that public transport facilities are usually not particularly attractive: it is good to have them close but not too close. The same is true for population density: it is good to live in a broader area with high population density as indicated by the indirect impacts (probability indicating high centrality), but the local neighbourhood should have a low population density as indicated by the negative direct impact.

We could go further with the other models. However, interpretation in SDM follows the same logic as SAR, and interpretation in SDEM aligns to SLX. Interpretation in SEM is analogous to non-spatial OLS, as there are no indirect impacts. Moreover, it is important to keep in mind that the indirect impacts are summary measures which sum over all impacts from or onto neighbouring regions. The indirect public transport effect of 0.697 in SLX would occur if the average public transport access across neighbours would increase by one standard deviation. This only occurs if all neighbours would simultaneously increase public transport access by one standard deviation.

## 2.7 Conclusions

Interest in spatial research topics has witnessed a surge within the social sciences, largely due to the increasing availability of geo-referenced data. This growing availability carries immense potential for delving into the analysis of spatial phenomena, such as spillovers and diffusions. However, it also presents challenges for statistical estimators. Notably, utilizing non-spatial techniques with spatial data results in the loss of valuable information. In this chapter, we’ve offered an extensive overview of common spatial econometrics models that permit the explicit testing of spatial relationships. For those keen on exploring spatial panel data, consider the works of Elhorst (2014) and Cook, Hays, and Franzese (2023). Meanwhile, those intrigued by non-linear spatial models should delve into LeSage and Pace (2009) and Franzese, Hays, and Cook (2016).

In framework of this chapter, spatial dependence can be integrated as three distinct processes: a) Spatial interdependence in the outcome, b) Clustering of unobservable factors, and c) Spillovers originating from covariates. In any practical application, it is crucial to first contemplate potential theoretical underpinnings for spatial dependence. In the case outlined above, it is plausible to anticipate dependence in the outcome, as house prices in adjacent neighbourhoods directly influence prices in the focal units, given that agents or home-owners rely on price information from surrounding areas. Clustering of unobservable factors is also evident; attributes like distance to the city centre or housing age are spatially clustered and likely exert influence on house prices and other covariates, potentially causing an omitted variable bias. Moreover, there are likely spillover effects from the covariates, where factors like parks, population density, and public transport access in surrounding neighbourhoods have a direct impact across neighbourhood borders. Thus, all the models discussed here are theoretical plausible.

The choice of the correct model specification is often arbitrary, especially in cases like house price modelling. It is advisable to steer clear of the Spatial Autoregressive (SAR) and Autoregressive Conditional (SAC) models, as they come with drawbacks in applied research as highlighted by LeSage (2014) and Rüttenauer (2022). Models with only one estimated spatial parameter across all covariates, like SAR and SAC, impose heavy restrictions on indirect impacts, potentially leading to biased estimates when multiple covariates are involved. Consequently, it is generally sensible to consider more flexible specifications such as SLX, Spatial Durbin Model (SDM), and Spatial Durbin Error Model (SDEM). In our example above, the conclusions derived from SLX, SDM, and SDEM are fairly consistent, with SDEM being the most conservative regarding indirect spatial impacts. This aligns with the model’s accounting for spatial clustering among errors, which encompasses potential confounders. For instance, the indirect impact of population density diminishes significantly when controlling for the distance to the city center, explaining why the indirect positive effect of population density vanishes in SDEM—it is largely confounded by distance to the city center.

The Spatial Lag Model (SLX) stands out for several reasons: 1) It is straightforward in its simplicity; 2) Estimation can be performed using least squares; 3) It can be seamlessly integrated into panel data methods, non-linear models, and machine learning techniques, treating as just another set of covariate; 4) SLX can be globalised by incorporating higher-order neighbours such as and so forth, allowing for a broader assessment of spatial impacts.

A topic deserving more attention is the necessity for spatial econometric models when working with individual-level survey data merged with geographic context information. Do we need to account for spatial structure when adding neighbourhood information to survey data? A common approach involves multi-level models, which address error dependence. However, this approach assumes that units living very close to each other but separated by an arbitrary spatial border are independent —- a strong assumption. An alternative approach is a spatial error model, which accommodates spatially clustered errors. For instance, Diekmann et al. (2023) presents a compelling example in the field of environmental inequality, where error models seem more plausible since it is unlikely that randomly sampled survey respondents directly influence each other (as assumed in SLX and SAR), but very likely that neighbouring respondents are exposed to similar unobservable factors. Nevertheless, one may still wish to investigate the influence of context effects and their spatial patterns. In such cases, SLX-like specifications for the context appear reasonable, as demonstrated by Haußmann and Rüttenauer (2023), who employed spatial SLX specifications to explore the impact of regional deprivation on right-wing votes at various spatial scales.

For further exploration in spatial data analysis, I recommend Pebesma and Bivand (2023) as an open-science book on Spatial Data Science, offering a comprehensive overview of handling and processing spatial data. LeSage and Pace (2009) and Kelejian and Piras (2017) provide comprehensive introductions to spatial econometrics, complete with the necessary mathematical foundations. Ward and Gleditsch (2008) offers an intuitive introduction to spatial regression models, while Elhorst (2012), Halleck Vega and Elhorst (2015), LeSage (2014), and Rüttenauer (2022) present article-length introductions to spatial econometrics.

## References

# 3. Prepare example data

### Required packages

pkgs <- c("sf", "mapview", "nngeo", "dplyr", "osmdata",  
 "nomisr", "tidyr", "texreg", "downlit", "xml2")   
lapply(pkgs, require, character.only = TRUE)

## 3.1 Importing some real world data

sf imports many of the most common spatial data files, like geojson, gpkg, or shp.

### 3.1.1 London shapefile (polygon)

Let’s get some administrative boundaries for London from the [London Datastore](https://data.london.gov.uk/dataset/statistical-gis-boundary-files-london). We use the sf package and its funtion st\_read() to import the data.

# Create subdir (all data withh be stored in "\_data")  
dn <- "\_data"  
ifelse(dir.exists(dn), "Exists", dir.create(dn))

[1] "Exists"

# Download zip file and unzip  
tmpf <- tempfile()  
boundary.link <- "https://data.london.gov.uk/download/statistical-gis-boundary-files-london/9ba8c833-6370-4b11-abdc-314aa020d5e0/statistical-gis-boundaries-london.zip"  
download.file(boundary.link, tmpf)  
unzip(zipfile = tmpf, exdir = paste0(dn))  
unlink(tmpf)  
  
# This is a shapefile  
# We only need the MSOA layer for now  
msoa.spdf <- st\_read(dsn = paste0(dn, "/statistical-gis-boundaries-london/ESRI"),  
 layer = "MSOA\_2011\_London\_gen\_MHW" # Note: no file ending  
 )

Reading layer `MSOA\_2011\_London\_gen\_MHW' from data source   
 `C:\work\Forschung\Handbook\_Spatial\\_data\statistical-gis-boundaries-london\ESRI'   
 using driver `ESRI Shapefile'  
Simple feature collection with 983 features and 12 fields  
Geometry type: MULTIPOLYGON  
Dimension: XY  
Bounding box: xmin: 503574.2 ymin: 155850.8 xmax: 561956.7 ymax: 200933.6  
Projected CRS: OSGB36 / British National Grid

The object msoa.spdf is our spatial data.frame. It looks essentially like a conventional data.frame, but has some additional attributes and geo-graphical information stored with it. Most importantly, notice the column geometry, which contains a list of polygons. In most cases, we have one polygon for each line / observation.

head(msoa.spdf)

Simple feature collection with 6 features and 12 fields  
Geometry type: MULTIPOLYGON  
Dimension: XY  
Bounding box: xmin: 530966.7 ymin: 180510.7 xmax: 551943.8 ymax: 191139  
Projected CRS: OSGB36 / British National Grid  
 MSOA11CD MSOA11NM LAD11CD LAD11NM RGN11CD  
1 E02000001 City of London 001 E09000001 City of London E12000007  
2 E02000002 Barking and Dagenham 001 E09000002 Barking and Dagenham E12000007  
3 E02000003 Barking and Dagenham 002 E09000002 Barking and Dagenham E12000007  
4 E02000004 Barking and Dagenham 003 E09000002 Barking and Dagenham E12000007  
5 E02000005 Barking and Dagenham 004 E09000002 Barking and Dagenham E12000007  
6 E02000007 Barking and Dagenham 006 E09000002 Barking and Dagenham E12000007  
 RGN11NM USUALRES HHOLDRES COMESTRES POPDEN HHOLDS AVHHOLDSZ  
1 London 7375 7187 188 25.5 4385 1.6  
2 London 6775 6724 51 31.3 2713 2.5  
3 London 10045 10033 12 46.9 3834 2.6  
4 London 6182 5937 245 24.8 2318 2.6  
5 London 8562 8562 0 72.1 3183 2.7  
6 London 8791 8672 119 50.6 3441 2.5  
 geometry  
1 MULTIPOLYGON (((531667.6 18...  
2 MULTIPOLYGON (((548881.6 19...  
3 MULTIPOLYGON (((549102.4 18...  
4 MULTIPOLYGON (((551550 1873...  
5 MULTIPOLYGON (((549099.6 18...  
6 MULTIPOLYGON (((549819.9 18...

### 3.1.2 Census API (admin units)

Now that we have some boundaries and shapes of spatial units in London, we can start looking for different data sources to populate the geometries.

A good source for demographic data is for instance the 2011 census. Below we use the nomis API to retrieve population data for London, See the [Vignette](https://cran.r-project.org/web/packages/nomisr/vignettes/introduction.html) for more information (Guest users are limited to 25,000 rows per query). Below is a wrapper to avoid some errors with sex and urban-rural cross-tabulation in some of the data.

### For larger request, register and set key  
# Sys.setenv(NOMIS\_API\_KEY = "XXX")  
# nomis\_api\_key(check\_env = TRUE)  
  
x <- nomis\_data\_info()  
  
# Get London ids  
london\_ids <- msoa.spdf$MSOA11CD  
  
### Get key statistics ids  
# select requires tables (https://www.nomisweb.co.uk/sources/census\_2011\_ks)  
# Let's get KS201EW (ethnic group), KS205EW (passport held), and KS402EW (housing tenure)  
  
# Get internal ids  
stats <- c("KS201EW", "KS402EW", "KS205EW")  
oo <- which(grepl(paste(stats, collapse = "|"), x$name.value))  
ksids <- x$id[oo]  
ksids # This are the internal ids

[1] "NM\_608\_1" "NM\_612\_1" "NM\_619\_1"

### look at meta information  
q <- nomis\_overview(ksids[1])  
head(q)

# A tibble: 6 × 2  
 name value   
 <chr> <list>   
1 analyses <named list [1]>  
2 analysisname <chr [1]>   
3 analysisnumber <int [1]>   
4 contact <named list [4]>  
5 contenttypes <named list [1]>  
6 coverage <chr [1]>

a <- nomis\_get\_metadata(id = ksids[1], concept = "GEOGRAPHY", type = "type")  
a # TYPE297 is MSOA level

# A tibble: 24 × 3  
 id label.en description.en   
 <chr> <chr> <chr>   
 1 TYPE265 NHS area teams NHS area teams   
 2 TYPE266 clinical commissioning groups clinical commissi…  
 3 TYPE267 built-up areas including subdivisions built-up areas in…  
 4 TYPE269 built-up areas built-up areas   
 5 TYPE273 national assembly for wales electoral regions 2010 national assembly…  
 6 TYPE274 postcode areas postcode areas   
 7 TYPE275 postcode districts postcode districts  
 8 TYPE276 postcode sectors postcode sectors   
 9 TYPE277 national assembly for wales constituencies 2010 national assembly…  
10 TYPE279 parishes 2011 parishes 2011   
# ℹ 14 more rows

b <- nomis\_get\_metadata(id = ksids[1], concept = "MEASURES", type = "TYPE297")  
b # 20100 is the measure of absolute numbers

# A tibble: 2 × 3  
 id label.en description.en  
 <chr> <chr> <chr>   
1 20100 value value   
2 20301 percent percent

### Query data in loop over the required statistics  
for(i in ksids){  
  
 # Determin if data is divided by sex or urban-rural  
 nd <- nomis\_get\_metadata(id = i)  
 if("RURAL\_URBAN" %in% nd$conceptref){  
 UR <- TRUE  
 }else{  
 UR <- FALSE  
 }  
 if("C\_SEX" %in% nd$conceptref){  
 SEX <- TRUE  
 }else{  
 SEX <- FALSE  
 }  
  
 # make data request  
 if(UR == TRUE){  
 if(SEX == TRUE){  
 tmp\_en <- nomis\_get\_data(id = i, time = "2011",  
 geography = london\_ids, # replace with "TYPE297" for all MSOAs  
 measures = 20100, RURAL\_URBAN = 0, C\_SEX = 0)  
 }else{  
 tmp\_en <- nomis\_get\_data(id = i, time = "2011",  
 geography = london\_ids, # replace with "TYPE297" for all MSOAs  
 measures = 20100, RURAL\_URBAN = 0)  
 }  
 }else{  
 if(SEX == TRUE){  
 tmp\_en <- nomis\_get\_data(id = i, time = "2011",  
 geography = london\_ids, # replace with "TYPE297" for all MSOAs  
 measures = 20100, C\_SEX = 0)  
 }else{  
 tmp\_en <- nomis\_get\_data(id = i, time = "2011",  
 geography = london\_ids, # replace with "TYPE297" for all MSOAs  
 measures = 20100)  
 }  
  
 }  
  
 # Append (in case of different regions)  
 ks\_tmp <- tmp\_en  
  
 # Make lower case names  
 names(ks\_tmp) <- tolower(names(ks\_tmp))  
 names(ks\_tmp)[names(ks\_tmp) == "geography\_code"] <- "msoa11"  
 names(ks\_tmp)[names(ks\_tmp) == "geography\_name"] <- "name"  
  
 # replace weird cell codes  
 onlynum <- which(grepl("^[[:digit:]]+$", ks\_tmp$cell\_code))  
 if(length(onlynum) != 0){  
 code <- substr(ks\_tmp$cell\_code[-onlynum][1], 1, 7)  
 if(is.na(code)){  
 code <- i  
 }  
 ks\_tmp$cell\_code[onlynum] <- paste0(code, "\_", ks\_tmp$cell\_code[onlynum])  
 }  
  
 # save codebook  
 ks\_cb <- unique(ks\_tmp[, c("date", "cell\_type", "cell", "cell\_code", "cell\_name")])  
  
 ### Reshape  
 ks\_res <- tidyr::pivot\_wider(ks\_tmp, id\_cols = c("msoa11", "name"),  
 names\_from = "cell\_code",  
 values\_from = "obs\_value")  
  
 ### Merge  
 if(i == ksids[1]){  
 census\_keystat.df <- ks\_res  
 census\_keystat\_cb.df <- ks\_cb  
 }else{  
 census\_keystat.df <- merge(census\_keystat.df, ks\_res, by = c("msoa11", "name"), all = TRUE)  
 census\_keystat\_cb.df <- rbind(census\_keystat\_cb.df, ks\_cb)  
 }  
  
}  
  
  
# Descriptions are saved in the codebook  
head(census\_keystat\_cb.df)

# A tibble: 6 × 5  
 date cell\_type cell cell\_code cell\_name   
 <dbl> <chr> <dbl> <chr> <chr>   
1 2011 Ethnic Group 0 KS201EW0001 All usual residents   
2 2011 Ethnic Group 100 KS201EW\_100 White   
3 2011 Ethnic Group 1 KS201EW0002 White: English/Welsh/Scottish/Northern I…  
4 2011 Ethnic Group 2 KS201EW0003 White: Irish   
5 2011 Ethnic Group 3 KS201EW0004 White: Gypsy or Irish Traveller   
6 2011 Ethnic Group 4 KS201EW0005 White: Other White

save(census\_keystat\_cb.df, file = "\_data/Census\_codebook.RData")

Now, we have one file containing the geometries of MSOAs and one file with the census information on ethnic groups. Obviously, we can easily merge them together using the MSOA identifiers.

msoa.spdf <- merge(msoa.spdf, census\_keystat.df,  
 by.x = "MSOA11CD", by.y = "msoa11", all.x = TRUE)

And we can, for instance, plot the spatial distribution of ethnic groups.

# Define ethnic group shares  
msoa.spdf$per\_white <- msoa.spdf$KS201EW\_100 / msoa.spdf$KS201EW0001 \* 100  
msoa.spdf$per\_mixed <- msoa.spdf$KS201EW\_200 / msoa.spdf$KS201EW0001 \* 100  
msoa.spdf$per\_asian <- msoa.spdf$KS201EW\_300 / msoa.spdf$KS201EW0001 \* 100  
msoa.spdf$per\_black <- msoa.spdf$KS201EW\_400 / msoa.spdf$KS201EW0001 \* 100  
msoa.spdf$per\_other <- msoa.spdf$KS201EW\_500 / msoa.spdf$KS201EW0001 \* 100  
  
# Define tenure  
msoa.spdf$per\_owner <- msoa.spdf$KS402EW\_100 / msoa.spdf$KS402EW0001 \* 100  
msoa.spdf$per\_social <- msoa.spdf$KS402EW\_200 / msoa.spdf$KS402EW0001 \* 100  
  
# Non British passport  
msoa.spdf$per\_nonUK <- (msoa.spdf$KS205EW0001 - msoa.spdf$KS205EW0003)/ msoa.spdf$KS205EW0001 \* 100  
msoa.spdf$per\_nonEU <- (msoa.spdf$KS205EW0001 - msoa.spdf$KS205EW0003 -  
 msoa.spdf$KS205EW0004 - msoa.spdf$KS205EW0005 -   
 msoa.spdf$KS205EW0006)/ msoa.spdf$KS205EW0001 \* 100  
msoa.spdf$per\_nonUK\_EU <- (msoa.spdf$KS205EW0005 + msoa.spdf$KS205EW0006)/ msoa.spdf$KS205EW0001 \* 100

### 3.1.3 House prices

For some examples later, we also add data on house prices. We use the median house prices in 2017 from the [London Datastore](https://data.london.gov.uk/dataset/average-house-prices).

# Download  
hp.link <- "https://data.london.gov.uk/download/average-house-prices/bdf8eee7-41e1-4d24-90ce-93fe5cf040ae/land-registry-house-prices-MSOA.csv"  
hp.df <- read.csv(hp.link)  
  
hp.df <- hp.df[which(hp.df$Measure == "Median" &  
 grepl("2011", hp.df$Year)), ]  
table(hp.df$Year)

Year ending Dec 2011 Year ending Jun 2011 Year ending Mar 2011   
 983 983 983   
Year ending Sep 2011   
 983

# Aggregate across 2011 values  
hp.df$med\_house\_price <- as.numeric(hp.df$Value)  
hp.df <- aggregate(hp.df[, "med\_house\_price", drop = FALSE],  
 by = list(MSOA11CD = hp.df$Code),  
 FUN = function(x) mean(x, na.rm = TRUE))  
  
# Merge spdf and housing prices  
msoa.spdf <- merge(msoa.spdf, hp.df,  
 by = "MSOA11CD",  
 all.x = TRUE, all.y = FALSE)  
hist(log(msoa.spdf$med\_house\_price))
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### 3.1.4 Tree cover (gridded)

The London Tree Canopy Cover data provides data on tree coverage in London based on high-resolution imagery and machine learning techniques, again available at [London Datastore](https://data.london.gov.uk/dataset/curio-canopy).

# Download zip shapefile  
tmpf <- tempfile()  
trees.link <- "https://data.london.gov.uk/download/curio-canopy/4fd54ef7-195f-43dc-a0d1-24e96e876f6c/shp-hexagon-files.zip"  
download.file(trees.link, tmpf)  
unzip(zipfile = tmpf, exdir = paste0(dn))  
unlink(tmpf)  
  
# Read  
trees.spdf <- st\_read(dsn = paste0(dn, "/shp-hexagon-files"),  
 layer = "gla-canopy-hex")

Reading layer `gla-canopy-hex' from data source   
 `C:\work\Forschung\Handbook\_Spatial\\_data\shp-hexagon-files'   
 using driver `ESRI Shapefile'  
Simple feature collection with 15041 features and 6 fields  
Geometry type: POLYGON  
Dimension: XY  
Bounding box: xmin: 503669.2 ymin: 155850.8 xmax: 561967.2 ymax: 201000.8  
Projected CRS: OSGB36 / British National Grid

# mapview(trees.spdf[, "canopy\_per"])

We might also be interested in the average tree cover density within 2 km radius around each MSOA centroid. Therefore, we first create a buffer with st\_buffer() around each midpoint and subsequently use st\_intersetion() to calculate the overlap.

Note: for buffer related methods, it often makes sense to use population weighted centroids instead of geographic centroids (see [here](https://geoportal.statistics.gov.uk/datasets/ons::msoa-dec-2011-population-weighted-centroids-in-england-and-wales/explore) for MSOA population weighted centroids).

# # population weighted centroid  
# cent.sp <- st\_read(dsn = "\_data/MSOA\_Dec\_2011\_PWC\_in\_England\_and\_Wales\_2022\_-4970423835205684272",  
# layer = "MSOA\_Dec\_2011\_PWC\_in\_England\_and\_Wales")  
#   
# cent.sp <- st\_transform(cent.sp, st\_crs(msoa.spdf))   
# cent.sp <- cent.sp[msoa.spdf, ]  
#   
# # Create buffer (2km radius)  
# cent.buf <- st\_buffer(cent.sp, dist = 2000)  
#   
# # Calculate intersection between buffers and tree-cover hexagons  
# trees.spdf <- st\_transform(trees.spdf, st\_crs(msoa.spdf))  
# buf\_hex.int <- st\_intersection(cent.buf, trees.spdf)  
# dim(buf\_hex.int)  
  
# USe actual LSOA boundaries here  
trees.spdf <- st\_transform(trees.spdf, st\_crs(msoa.spdf))  
msoa.spdf$msoa\_area <- as.numeric(st\_area(msoa.spdf))  
msoa\_hex.int <- st\_intersection(msoa.spdf, trees.spdf)

Warning: attribute variables are assumed to be spatially constant throughout  
all geometries

# We could also calculate the area of overlap for each pair (to calculate weighted averages)  
msoa\_hex.int$cover\_area <- as.numeric(st\_area(msoa\_hex.int))  
msoa\_hex.int$cover\_per <- msoa\_hex.int$cover\_area / msoa\_hex.int$msoa\_area  
  
# Or we just use the simple average per each MSOA  
msoa\_hex.int$canopy\_per <- msoa\_hex.int$canopy\_per \* msoa\_hex.int$cover\_per  
msoa\_hex.int$canopykmsq <- msoa\_hex.int$canopykmsq \* msoa\_hex.int$cover\_per  
msoa\_hex.int <- aggregate(list(tree\_cover\_per = msoa\_hex.int$canopy\_per,  
 tree\_cover\_kmsq = msoa\_hex.int$canopykmsq),  
 by = list(MSOA11CD = msoa\_hex.int$MSOA11CD),  
 sum)  
  
# Merge back to spatial data.frame  
msoa.spdf <- merge(msoa.spdf, msoa\_hex.int, by = "MSOA11CD", all.x = TRUE)  
  
hist(msoa.spdf$tree\_cover\_per)

![](data:image/png;base64,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)

### 3.1.5 Parks via OSM

# bounding box of where we want to query data  
q <- opq(bbox = st\_bbox(st\_transform(msoa.spdf, 4326)), timeout = 120)  
  
# First build the query of location of parks in London  
osmq <- add\_osm\_feature(q, key = "leisure", value = c("park"))  
  
# And then query the data  
parks.osm <- osmdata\_sf(osmq)  
  
# Make unique points / polygons  
parks.osm <- unique\_osmdata(parks.osm)  
  
# Get points and polygons (there are barley any parks as polygons, so we ignore them)  
parks.spdf <- parks.osm$osm\_polygons  
  
# Reduce to a few variables  
parks.spdf <- parks.spdf[, c("osm\_id", "name")]  
  
park.spdf <- st\_union(parks.spdf)  
  
# Calculate intersection between buffers and tree-cover hexagons  
park.spdf <- st\_transform(park.spdf, st\_crs(msoa.spdf))   
msoa\_park.int <- st\_intersection(msoa.spdf, park.spdf)

Warning: attribute variables are assumed to be spatially constant throughout  
all geometries

# We could also calculate the area of overlap for each pair (to calculate weighted averages)  
msoa\_park.int$park\_kmsq <- as.numeric(st\_area(msoa\_park.int)) \* 1e-6  
msoa\_park.int <- st\_drop\_geometry(msoa\_park.int[, c("MSOA11CD", "park\_kmsq")])  
  
# Merge back to spatial data.frame  
msoa.spdf <- merge(msoa.spdf, msoa\_park.int, by = "MSOA11CD", all.x = TRUE)  
msoa.spdf$park\_kmsq[is.na(msoa.spdf$park\_kmsq)] <- 0  
msoa.spdf$park\_per <- (msoa.spdf$park\_kmsq / 1e-6) / as.numeric(st\_area(msoa.spdf)) \* 100

### 3.1.6 Public Transport

Public transport access in the [London Datastore}(https://data.london.gov.uk/dataset/public-transport-accessibility-levels)

# Download zip shapefile  
tmpf <- tempfile()  
publ.link <- "https://data.london.gov.uk/download/public-transport-accessibility-levels/77d9b319-931e-4090-bf8e-f578938bd352/LSOA2011%20AvPTAI2015.csv"  
download.file(publ.link, tmpf)  
  
# Read  
publ.df <- read.csv(tmpf)

Use census lookups to bring on MSOA level

# Download zip  
tmpf <- tempfile()  
lookup.link <- "https://data.london.gov.uk/download/geographic-lookups-for-london/4435e90b-37ba-4fbc-a474-867422f39f83/2011%2520\_OA-LSOA-MSOA-LA.csv"  
download.file(lookup.link, tmpf)  
lookup.df <- read.csv(tmpf)  
  
# reduce to lsoa-msoa  
lookup.df <- unique(lookup.df[, c("LSOA11CD", "MSOA11CD")])  
  
  
# aggregte publication transport values  
names(publ.df)[1] <- "LSOA11CD"  
publ.df <- merge(publ.df, lookup.df, by = "LSOA11CD")  
publ\_msoa.df <- aggregate(list(pt\_access\_index = publ.df$AvPTAI2015,  
 pt\_access\_index\_hi = publ.df$PTAIHigh,  
 pt\_access\_index\_lo = publ.df$PTAILow),  
 by = list(MSOA11CD = publ.df$MSOA11CD),  
 mean)  
  
# Merge  
msoa.spdf <- merge(msoa.spdf, publ\_msoa.df, by = "MSOA11CD")  
  
hist(msoa.spdf$pt\_access\_index)
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### Distance to city center  
# Define centre  
centre <- st\_as\_sf(data.frame(lon = -0.128120855701165,   
 lat = 51.50725909644806),  
 coords = c("lon", "lat"),   
 crs = 4326)  
# Reproject  
centre <- st\_transform(centre, crs = st\_crs(msoa.spdf))  
# Calculate distance  
msoa.spdf$dist\_centre <- as.numeric(st\_distance(msoa.spdf, centre)) / 1000  
hist(msoa.spdf$dist\_centre)
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### 3.1.7 Save spatial data

# Drop raw census vars  
oo <- which(!grepl("^KS", names(msoa.spdf)))  
msoa.spdf <- msoa.spdf[, oo]  
  
# Save  
save(msoa.spdf, file = "\_data/msoa2\_spatial.RData")
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