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# Project Description:

# Paging

Memory management in an operating system, deals with allocating memory to programs when they need it and freeing the memory when it is no longer needed. This requires the frequent I/Oactions of copying memory from secondary storage to primary storage and vice versa. One such scheme that deals with this is **paging**.

Paging manages the storage and retrieval of data from the secondary storage, for usage in the main memory. The OS retrieves data from the secondary storage in blocks, known as pages. The main advantage of paging over other memory management schemes is that it allows the physical address space of a process to ne non-contiguous. Paging is especially important when a process generates data larger than the RAM, or it tries to access a relatively large memory. In this case, all processes are allowed to access only some of the pages in the physical memory, and rest in a **virtual memory.**

# Why Page replacement

## Page Fault

Page fault is the scenario when a running program tries to access a memory page, which even though is mapped into virtual address space, but not loaded (or mapped) to the physical memory. Processes are allowed to run with only some of the pages in their address spaces actually resident in the physical computer memory. As long as they only reference the code and data that is resident, there is no problem. As soon as they reference a "virtual memory" location that is not resident in physical memory (page fault), the operating system must bring in the page that was referenced, replacing some other page if necessary.

## Need of a page replacement algorithm

If a page fault occurs, then there arises a need of loading a page from the virtual memory into the physical RAM. If there is not enough available RAM, then an existing page needs to be evicted from the RAM and should be replaced by the page in need, from the virtual memory. This is known as **page replacement.**

## Page replacement algorithm

**Page replacement algorithms** decide which memory pages to page out (swap out, write to disk) when a page of memory needs to be allocated. If the page that is to be evicted has been dynamically allocated by a program, or if a program has modified the contents in it (i.e. the page has become dirty), the page needs to be rewritten into a secondary storage before eviction. If at a later stage, a process makes reference to that memory page in the virtual memory, another page-fault occurs, and another empty page needs to be fetched from the RAM or a page must be evicted and replaced.

This method involves constant I/O actions, which are very slow. This determines the **quality** of the algorithm. The less time waiting for page-ins (page replacements) better is the algorithm. A page replacement algorithm looks at the limited information about accesses to the pages provided by hardware, and tries to guess which pages should be replaced to minimize the total number of page misses, while balancing this with the costs (primary storage and processor time) of the algorithm itself.

Efficient paging systems must determine the page frame to empty by choosing one that is least likely to be needed within a short time. There are various page replacement algorithms that try to do this. Most operating systems use some approximation of the least recently used (LRU) page replacement algorithm.

# Work done till now:

# Survey of Different Algorithms for page replacement:

## Theoretically optimal page replacement algorithm

It works as follows: when a page needs to be loaded in the RAM, the operating system replaces out the page whose next use, according to the algorithm, will occur farthest in the future.This algorithm cannot be implemented efficiently because it is impossible to compute reliably how long it will be before a page is going to be used.

## First-in First-out

The operating system keeps track of all the pages in memory in a queue, with the most recent arrival at the back, and the oldest arrival in front. When a page needs to be replaced, the page at the front of the queue is selected. While FIFO is cheap and intuitive, it performs poorly in practical application.

## Least recently used

LRU works on the idea that pages that have been most heavily used in the past few instructions are most likely to be used heavily in the next few instructions too. While LRU can provide near-optimal performance in theory, it is rather expensive to implement in practice.

## Not frequently used

In this algorithm, counters are managed that keep track of how frequently a page has been used. Thus, the page with the lowest counter can be swapped out when necessary.

# Implementation

Our goal would be to understand various page replacement algorithms and to identify the one which is feasible and efficient to be implemented. The goal would be to change the policies of pages in Linux.

In Linux, the routine that looks after the efficiency of the memory management unit is the Kernel Swap Daemon (kswapd() ). A code: vmscan.c looks after the page replacement in Linux, which essentially uses kswapd routine to decide which pages must be replaced.

## Kswapd()

1. **We have tried to implement the kswapd\_init() algorithm.**

* **kswapd\_init() :** It maintains a constant balance of the number available free pages in the physical memory at any time.
* The thread sleeps most of the times and is only invoked when there is a need to evict pages from memory.
* The main body of this thread is in function **kswapd()** in the file **mm/vmscan.c** .
* The kswapd thread in woken up by the physical page allocator only when the number of available free pages is less then **pages\_low** (a variable declared as unsigned long in file **include/linux/mmzone.h**).
* The value of variable **pages\_low** depends on the number of pages in a particular zone.

That we can calculate as

zone->pages\_low = (zone->pages\_min \* 5) / 4; /\* in file mm/page\_alloc.c \*/

The deamon thread when invoked free pages until the **pages\_high** mark is reached. Following code snippet below shows the main loop of this thread (extracted from **mm/vmscan.c**) .

for ( ; ; ) {

unsigned long new\_order;

try\_to\_freeze();

prepare\_to\_wait(&pgdat->kswapd\_wait, &wait, TASK\_INTERRUPTIBLE);

new\_order = pgdat->kswapd\_max\_order;

pgdat->kswapd\_max\_order = 0;

if (order < new\_order) {

/\*

\* Don't sleep if someone wants a larger 'order'

\* allocation

\*/

order = new\_order;

} else {

schedule();

order = pgdat->kswapd\_max\_order;

}

finish\_wait(&pgdat->kswapd\_wait, &wait);

balance\_pgdat(pgdat, 0, order);

}

initially the thread tries to check if it can sleep. If there is a need to free/evict some pages from memory, then it prepares itself by calling **finish\_wait(&pgdat->kswapd\_wait, &wait);**where it removes itself from the wait list.

## **balance\_pgdat()**

The objective of this function is two things:

(1) If the parameter nr\_pages is ZERO, then it has to free/reclaim pages such that the number of free available pages goes above pages\_high.

(2) If the parameter nr\_pages is greater than ZERO, then it has to free/reclaim nr\_pages from memory. In the first loop, the zone(s) in which pages need to be reclaimed is/are determined. Later shrink\_zone() is called to reclaim either nr\_pages or SWAP\_CLUSTER\_MAX pages from a particular zone. After this, the function shrink\_slab() is called which reclaims unused pages from the kernel space (usually inodes and some other data structures used by the kernel).

2) Least Recently Used Page replacement Algorithm:

 LRU page replacement algorithm in OS used for managing processes waiting time. This algorithm is use least recently used processes for the replacement of the page fault in Operating System. The Least Recently used Scheduling algorithm may be beneficial. Replacement the pages with recently used if they are not longer available for processing. The LRU algorithm c helps to replace pages for faster performance by replacing unused pages.

Code for the LRU algorithm is attached.

# Further implementation:

Compilation of a Kernel and also we will implement different algorithms of page replacement like LIFO and FIFO.
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