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# Abstract

**Aim:** To assess whether the difference in species richness per unit area between two mediterranean-type biodiversity hotspots is explained by differences in environmental heterogeneity.

**Location:** The Greater Cape Floristic Region, South Africa (GCFR) and Southwest Australian Floristic Region (SWAFR).

**Taxon:** Vascular plants (tracheophytes).

**Methods:** Comparable, geospatially-explicit environmental and species occurrence data were obtained for both regions and used to generate environmental heterogeneity and species richness raster layers. Heterogeneity in multiple environmental variables and species richness per unit area were compared between the two regions at a range of spatial scales. At each scale, richness was also regressed against these individual axes and a major axis of heterogeneity, derived by principal component analysis (PCA).

**Results:** The GCFR is generally more environmentally-heterogeneous and species-rich than the SWAFR. Species richness per unit area is significantly related to the major axis of heterogeneity across both regions, the latter describing ca. 38–50% of overall heterogeneity, the slope of this relationship differing between the two regions only at the finest spatial scale. Multivariate regressions, and regressions against the first axes of the PCAs (PC1), revealed variations in the dependence of species richness on environmental heterogeneity between the two regions.

**Main conclusions:** We have evidence for a common positive relationship between floristic richness and environmental heterogeneity across the GCFR and SWAFR, dependent on spatial scale. Though there are region-specific effects, broad, positive associations between various axes of heterogeneity (and the major axis) and plant species richness hold across the two flora. The generally greater richness per unit area of the GCFR compared to the SWAFR is thus explained by the former’s generally greater environmental heterogeneity and is concordant with its greater levels of floristic turnover.
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# 1: Introduction

The species richness of a region is a function of its biogeographic context (e.g. proximity to potential immigrant sources), its diversification history and locally-deterministic, environmental features (e.g. productivity, heterogeneity) that influence species persistence and coexistence (Bøhn & Amundsen, 2004; Ricklefs, 1987, 2004). Potentially influencing all three effects, environmental heterogeneity may be a particularly important driver of regional species richness variation, with physically-heterogeneous regions tending to be more species-rich, as has been repeatedly demonstrated (e.g. Cramer & Verboom, 2016; Kreft & Jetz, 2007; Laliberte et al., 2014; Thuiller et al., 2006; Stein, Gerstner & Kreft, 2014). For example, given that the recruitment success of immigrant lineages into a region is often dictated by their pre-adaptations (Ackerly, 2009; Crisp et al., 2009; Donoghue, 2008), a physically-heterogenous environment may promote diversity by admitting a more functionally-diverse array of lineages. In addition, by virtue of its central role in powering adaptive divergence and/or promoting population isolation, environmental heterogeneity is a critical requirement for speciation under most models (Sobel, Chen, Watt, & Schemske, 2010; Wiens, 2004a,b). Likewise, in the context of long-term environmental change, physical heterogeneity may offer refugia to a wider array of lineages and so confer a greater level of buffering against lineage extinction (Byrne, 2008). Finally, environmental heterogeneity has been shown to facilitate species coexistence at a variety of scales, enhancing regional species richness (Hart et al., 2017). Differences in environmental heterogeneity may, therefore, be critically important in accounting for variation in regional species richness, particularly where the regions under comparison are similar in terms of area, their physical properties and the timeframes within which their biotas have assembled.

The floristically-rich South Western Australian Floristic Region (SWAFR; Hopper & Gioia, 2004) and Greater Cape Floristic Region of South Africa (GCFR; Born, Linder, & Desmet, 2007) constitute a case in point. Situated on the southwestern corners of their respective continents, the climates of both these regions have been oceanically-moderated at least since the Cretaceous, and both are dominated by a contemporary mediterranean-type climate whose origin can be traced to the Early-Middle (SWAFR: Rundel et al., 2016; Lamont & He, 2017) or Late Miocene (GCFR: Dupont, Linder, Rommerskirchen, & Schefuss, 2011; Hoffmann, Verboom, & Cotterill, 2015). Additionally, both regions have been unglaciated since the Permian and are dominated by ancient, weathered landscapes whose soil-nutritional status is amongst the lowest of any landscape on Earth (Stock & Verboom, 2012), hence their designation as old, climatically-buffered infertile landscapes (OCBILs; Hopper, 2009). Owing to these environmental similarities, the SWAFR and GCFR floras are very similar with respect to their plant functional trait spectra (Cowling, Witkowski, Milewski, & Newbey, 1994), although the presence of a significant tree component in the SWAFR underpins a striking difference in vegetation physiognomy (Beard et al., 2000; Milewski, 1981). Moreover, the long-term climatic and geological stability of the two regions ensures that the native floras of both reflect long histories of assembly, extending back to the Eocene and Palaeocene (Hopper, 1979; Verboom et al., 2014). There is also evidence of a long history of transoceanic dispersal between them (Bergh & Linder, 2009). In this context, it is unsurprising that the two floras show strong taxonomic affinities and are both species-rich with high levels of regional endemism (Ackerly, 2009; Beard et al., 2000; Cowling, Rundel, Lamont, Arroyo, & Arianoutsou, 1996; Gioia & Hopper, 2017).

Notwithstanding these similarities, the SWAFR and GCFR differ markedly in terms of their vascular plant species richness, particularly when considered in relation to geographical area. Where the SWAFR accommodates ca. 7,380 species in an area of ca. 302,600 km2 (i.e. 0.024 species km-2; Hopper & Gioia, 2004), the GCFR is home to ca. 11,430 species in an area of ca. 189,700 km2 (i.e. 0.060 species km-2; Snijman, 2013). Although on-going identification of new species may change these statistics (e.g. Gioia & Hopper, 2017), the overall difference in species km-2 are quite dramatic. One possible explanation for this striking 2.5-fold species richness difference (per unit area) relates to differences in the physical heterogeneity of the two regions. Where much of the GCFR, particularly the hyper-diverse (ca. 9,400 species in ca. 90,800 km2; 0.104 species km-2) “core” Cape Floristic Region (CFR; Goldblatt, 1978), is rugged and mountainous, the SWAFR landscape is much more subdued, comprising an ancient, weathered plateau. Indeed, of the world’s five mediterranean-climate regions, the CFR has the second highest median topographic heterogeneity, being surpassed only by the Mediterranean (Bradshaw & Cowling, 2014). Critically, since the strong relief of the GCFR underlies steep climatic and edaphic gradients (Bradshaw & Cowling, 2014; Jiménez & Ricklefs, 2014), its climatic and edaphic heterogeneity is correspondingly high. Differences in the spatial scale or “grain” of heterogeneity may also explain the differences in richness between these two floras, with SWAFR environments’ likely being “coarser” than those in the GCFR due to the former’s relative topographic uniformity. The central aim of this paper, then, is to test the hypothesis that the observed difference in species richness (per unit area) between the SWAFR and GCFR is a consequence of differences in the physical heterogeneity of these regions. We investigate this across a range of spatial scales, as we expect this to affect the species richness patterns we observe (Hart et al., 2017). Focusing on the quarter-degree square (QDS), half-degree square (HDS) and degree square (DS) scales (sensu Larsen, Holmern, Prager, Maliti, & Røskaft, 2009), we first compare the distribution of species richness between the two regions, and in each region decompose broader-scale richness into average finer-scale richness and between-square turnover. Thereafter, we compare environmental heterogeneity between the two regions at a range of spatial scales. Finally, we use linear models to assess whether differences in environmental heterogeneity are sufficient to explain observed differences in species richness between the two regions.

# 2: Materials and methods

## 2.1: Comparing species richness

To compare vascular plant species richness between the GCFR and SWAFR, geospatially explicit occurrence records of tracheophytes from within the borders of each region were obtained from the Global Biodiversity Information Facility (GBIF; Table S1). Occurrence data were cleaned using the “taxize” package (Chamberlain et al., 2016) in R (R Core Team, 2019) (see Supporting Information). Despite spatial variability in collection effort in both regions, we used raw species counts to estimate QDS-scale species richness on the basis that the application of rarefaction techniques severely distorts known richness patterns when applied to the South African flora (Cramer & Verboom, 2016). The final numbers of unique species thus identified as occurring in the GCFR and SWAFR, respectively, were 9,419 and 6,696. We excluded occurrence data (and indeed environmental data, below) originating from coastal pixels at the 0.05° resolution. This excluded coastal/dunal vegetation from our analyses, due to the floristic and environmental dissimilarity of these areas from the “core” sclerophyllous flora under our consideration. To compare species richness across equally sized areas, we only made comparisons between squares consisting of all four sub-squares (e.g. four QDS in an HDS). Thus, we retained 362 of ca. 449 QDS in the GCFR and 624 of ca. 737 in the SWAFR (ca. 81% and 85% sampling, respectively).

Using R, the cleaned species occurrence record data were collated into QDS, HDS and DS (sensu Larsen et al., 2009; downloaded from <https://mindland.com/wp/projects/quarter-degree-grid-cells/download-qdgc/> [Accessed 27 February, 2020]). In addition, following the additive decomposition (Veech et al., 2002) of Whittaker’s (1960) *γ*-diversity, we decomposed the species richness of each HDS (*S*HDS) and DS (*S*DS) into its *α* (“plot” richness) and *β* (turnover) components, using the equations

where QDS and HDS are the average species richness of the four constituent squares in each HDS and DS, respectively, and *T*QDS and *T*HDS represent the residual (i.e. turnover-based) *β* richness, determined as *γ* − *α*. These data were compared between the GCFR and SWAFR using common language effect sizes (*CLES*) using the R package “canprot” (Dick, 2017). The *CLES* is the proportion of all pairwise comparisons between two categories in which the value in one category exceeds that in the other. Additionally, we tested for differences in regional *α*-values and *β*/*γ*-proportions using two-sided Mann-Whitney *U*-tests in R, as these data were non-normally distributed.

## 2.2: Comparing environmental heterogeneity

To compare environmental heterogeneity between the GCFR and SWAFR, we acquired a suite of nine geospatially-explicit environmental variables (Table S1) in the form of raster layers to represent topographic (elevation), climatic (surface temperature (T), mean annual precipitation (MAP), precipitation in the driest quarter (PDQ)), edaphic (clay content, soil carbon (C), pH, cation exchange capacity (CEC)) and vegetational gradients (normalized difference vegetation index; NDVI). As far as possible, these variables were selected to represent environmental axes which are considered regionally important and independent (see Figure S1–3). For example, the inclusion of PDQ in addition to MAP is justified on the basis that, where the latter captures variation in overall rainfall amount, the former measures the intensity of seasonal aridity, a key feature of mediterranean-type climates (Belda et al., 2014). Variable selection was, however, constrained by the availability of suitable raster-layers. Thus, although soil phosphorus concentration ([P]soil) is probably an important determinant of plant distribution in both the GCFR and SWAFR (Lambers et al., 2006, 2010; Shane et al., 2008), this variable could not be included owing to a lack of comparable data layers for the two regions. Indeed, wherever possible, we made use of remote sensing derived layers. Where soil variables were summarised as depth-interval weighted averages, climatic and spectral variables were summarised as annual means, both using the “raster” package for R (Hijmans, 2016). All layers were then projected to a common coordinate reference system (WGS84) using the “rgdal” package (Bivand et al., 2017) and resampled bilinearly to 0.05º resolution using “raster”.

In order to quantify heterogeneity in these environmental variables, we developed an index that would account for the spatial configuration of environmental conditions. Our index, based on raster data, employs nested squares at various spatial scales (see Supporting Information). We quantified the environmental heterogeneity of a given square (i.e. 0.10°×0.10°-, QDS-, HDS- and DS-scale) as the variance of the environmental conditions of its four sub-squares (i.e. 0.05°×0.05°-, eighth-degree square-, QDS- and HDS-scale) in R using the “raster” package (Hijmans, 2016) and “tidyverse” packages (Wickham et al., 2019). Since our index measures within-square heterogeneity at each spatial scale, it can be related directly to species richness at the QDS-, HDS- and DS-scales.

We used principal components analysis (PCA), applied to the nine environmental variables across both regions, to extract a major axis of environmental heterogeneity. For this purpose, the layers describing heterogeneity in the nine environmental variables at each spatial scale were first log10-transformed to ensure normality. A separate PCA was then run at the four spatial scales. The first axis (PC1) from each represents a major axis of heterogeneity across the nine environmental heterogeneity variables considered (see Figure S4).

To compare heterogeneity in the nine environmental variables and in the major axis (PC1) of heterogeneity between the two regions, as with species richness and turnover, we employed *CLES* and two-sided Mann-Whitney *U*-tests in R, as some forms of heterogeneity were non-normally distributed. Both analyses were repeated at all four spatial scales. This enabled us to assess scale-dependence in heterogeneity and to ascertain the spatial scale at which regional environmental heterogeneity differences are most pronounced.

## 2.3: Environmental heterogeneity as an explanation of species richness

We used linear models, in R, to assess associations between heterogeneity (in the nine selected environmental variables and the major axis, PC1) with species richness across the two regions. We did not incorporate spatial autocorrelation into our models of species richness because the aim of our analyses was to expose the associations between different forms of spatial environmental heterogeneity and species richness, rather than to predict species richness in absolute or to partition sources of its variation. The fact that we focussed on heterogeneity between neighbouring pixels is at odds with spatial autocorrelation which occurs when neighbouring pixels are more related to each other than more distant pixels due to their proximity.

We first used analyses of covariance (ANCOVA), at the QDS-, HDS- and DS-scales, to relate species richness (*S*) to each environmental heterogeneity variable (including the major axis) across the two regions. In order to assess whether these relationships are identical in form across the two regions, we fitted three nested models for each heterogeneity predictor *X*, as follows: a “main effect only” model (*S* ~ *β*0 + *β*1*X*), a “main effect + region” model (*S* ~ *β*0 + *β*1*X* + *β*2*Region*) and a “main effect × region” model, which includes an interaction between heterogeneity and region (*S* ~ *β*0 + *β*1*X* + *β*2*Region* + *β*3(*X × Region*)). For each of these ten predictors, the best fitting model was determined using Akaike’s information criterion (*AIC*), as the simplest model with *∆AIC* < 2.Where the “main effect only” model describes heterogeneity as having a uniform effect on species richness across the two regions (i.e. a common relationship), the “main effect + region” and “main effect × region” models describe the relationships of species richness to heterogeneity as being region dependent. Specifically, where the “main effect + region” model describes these relationships as being identical in terms of slope but not intercept, the “main effect × region” describes them as differing in both.

We then used multiple linear regressions to model species richness as a function of region and heterogeneity in all nine environmental variables simultaneously. As with the simple regressions, this was done at all three spatial scales. Starting from a 19-predictor model, including region, the heterogeneities of all nine environmental variables and the interactions of the latter with region, models were simplified using reverse stepwise model selection based on *AIC*-scores. In the final model, the retention of significant heterogeneity-region interaction terms indicates that the dependence of species richness on heterogeneity differs between the two regions. Conversely, where only the main effect is significant, we infer the dependence of species richness on heterogeneity to be uniform across the two regions.

## 2.4: Species richness hotspots

To identify hotspots of exceptional richness, i.e. squares whose species richness exceeds that expected given their environmental heterogeneity, we used the residuals associated with the PC1-based ANCOVA models and the multiple regression models, at all three spatial scales, to identify outlier points. For this purpose, outliers were defined having residual species richness more than two standard deviations from the mean predicted species richness at a given level of heterogeneity (in both the PC1-based and multiple regression models). We also used *F*-tests to assess whether the variances of the residuals associated with ANCOVAs and multiple regressions differed between the GCFR and SWAFR. Finally, to assess whether the exceptional richness of hotspots is best explained by factors other than environmental heterogeneity, and to assess the sensitivity of results to these hotspots, we repeated the ANCOVA and multiple regression analyses with hotspots omitted and compared the coefficients of determination from each.

# 3: Results

## 3.1: Comparing species richness

Vascular plant species richness varies spatially in both the GCFR and SWAFR, with each region possessing a hotspot of exceptional richness (the Kogelberg Centre in the GCFR; Greater Perth in the SWAFR) and declining richness towards its interior margin (Figure 1a,b). Comparisons of species richness between the regions using Mann-Whitney *U*-tests reveal that species richness per unit area is similar at the QDS- (Figure 2c; *P* = 0.624, *CLES* = 0.490), somewhat greater in the GCFR at HDS- (Figure 2b; *P* = 0.061, *CLES* = 0.579) and significantly greater in the GCFR at DS-scales (Figure 2a; *P* = 0.050, *CLES* = 0.717).

Partitioning *S*HDS into its *α*- and *β*-components (QDS and *T*QDS respectively; Figure 2g), we found that the average proportional contribution of floristic turnover (i.e. *T*QDS/*S*HDS; Figure 2e) is greater in the GCFR (0.64) than in the SWAFR (0.60) (Mann-Whitney *U*-test, *P* < 0.001; *CLES* = 0.750). This is also the case at the DS-scale (Figure 2d; *T*HDS/*S*DS, GCFR:0.57, SWAFR: 0.49; Mann-Whitney *U* test, *P* < 0.001, *CLES* = 0.967). Summarily, at both of these scales, the plant species richness of squares in the GCFR is more attributable to turnover between sub-squares (points further above 1:1-line in Figure 2f,g) than for squares in the SWAFR (points closer to 1:1-line in Figure 2f,g).

## 3.2: Comparing environmental heterogeneity

*CLES* comparisons revealed the GCFR to be more heterogeneous than the SWAFR in all nine environmental variables, and across the full range of spatial scales (Figure 3), with a few exceptions at the broadest, DS-scale (i.e. MAP, NDVI, CEC, clay and soil C). The same was true for the major axis of heterogeneity described by PC1 (Figure 3j), which accounted for between ca. 38% (at the 0.10°×0.10°-scale; Figure S4a) and ca. 50% (at the DS-scale; Figure S4d) of the variance across heterogeneity variables. The greater overall heterogeneity of the GCFR is striking when compared visually (e.g. at the HDS-scale: Figure 1c vs d). In general, the disparity in heterogeneity between the two regions seems greater for topographic (as expected) and climatic (*CLES* between ca. 0.60 and 1.00; Figure 3a–d) than edaphic variables (*CLES* between ca. 0.60 and 0.80; Figure 3f–i).

Regressions indicate that the degree to which the GCFR is more environmentally heterogeneous than the SWAFR is scale-dependent (i.e. more heterogeneous at broad scales), with the notable exceptions of MAP and clay (Figure 3b,h), in which the GCFR is disproportionately more heterogeneous at fine scales. The major axis of heterogeneity (PC1) displays scale-independence of most forms of heterogeneity, with its *CLES* being more or less uniform across spatial scales (Figure 3j).

## 3.3: Environmental heterogeneity as an explanation of species richness

The univariate ANCOVA results (Table 1) show that heterogeneity in each of the nine environmental heterogeneity variables, as well as the main axis of heterogeneity (PC1), influence species richness in a consistently positive manner across the two study regions (exceptions being DS-scale elevation and CEC; Table 1c). Notably, “main effect × region” models were optimal for some variables. Although, the interaction terms associated with these either describe positive effects on richness in both regions or a positive effect in one region and negligible effect in the other (e.g. HDS-scale heterogeneity in clay; Table 1b). In addition, at the HDS- and DS-scales, the effect of the major axis of heterogeneity (PC1) on species richness is uniform across the two regions (i.e. “main effect only” model favoured: Table 1b,c; Figure 4b,c). At the QDS-scale, though the “main effect + region” model was favoured, the difference in intercepts between the GCFR and SWAFR (92.5 species; Table 1a; Figure 4a) is small relative to the spread of residual species richness at the QDS-scale within each region (*SD*GCFR = 343.5; *SD*SWAFR = 245.8; Table S3a). This indicates that regional differences in the form of the QDS-scale richness-heterogeneity relationship, while statistically significant, are subtle. Quadratic forms of these best fitting PC1-models were also compared, with the above linear forms of the “main effect only” models favoured at both the HDS- and DS-scales (*∆AIClinear* < 2). At the QDS-scale, however, a quadratic model (i.e., of the form *S* ~ *β*0 + *β*1*X + β*2*X*2) was favoured (*∆AIClinear* = 23.78), with positive effects of PC1 on richness (*β*1 = 69.02, *β*2 = 9.99; both *P* < 0.001) describing an upward-opening parabolic relationship.

We fit multiple regression models to describe the effects of the different heterogeneity variables on species richness in concert. The partial effects of heterogeneity predictors retained in the optimal multiple regression models (Figure 5) are usually positive or neutral in the GCFR and positive or neutral in the SWAFR. Exceptions are heterogeneity in elevation at the DS-scale, PDQ at QDS- and DS-scales, CEC at the QDS- and DS-scales and pH at all spatial scales. This adds nuance to the generally positive influence of heterogeneity on species richness displayed by the PC1-based ANCOVAs (Figure 4) and in most forms of heterogeneity when compared in isolation (Table 1). Interestingly, DS-scale heterogeneity in elevation and CEC have both negative univariate (Table 1c) and partial (Figure 5c) effects. Heterogeneity in MAP has the greatest explanatory power in the QDS- and HDS-scale models (Table S2a,b). Like the optimal ANCOVA models, multiple regression models suggest region-dependence in the relationships of species’ dependence to environmental heterogeneity at all three spatial scales (Figure 5). Particularly at the DS-scale (Figure 5c), the coefficients associated with the partial effects of heterogeneity in SWAFR relative to the GCFR effectively cancel out the effects of these variables estimated in the GCFR. This indicates weaker or absent partial relationships between richness and the different forms of heterogeneity in the SWAFR.

The coefficients of determination associated with the optimum regression models (Figure 5: *R*2 = 0.27, 0.43 and 0.85) are consistently greater than those associated with the optimal ANCOVA models based on PC1 (Figure 4: *R*2 = 0.13, 0.22 and 0.49). This is because PC1 does not capture all of the variation in environmental heterogeneity relevant to the prediction of species richness.

## 3.4: Species richness hotspots

Residual-based outlier identification yielded very similar results for the PC1-based ANCOVA and multiple regression models at all spatial scales (Table 2; Figure 1e–h, S9e–h, S10e–h). For both the GCFR and SWAFR, outliers are geographically clustered, in areas corresponding to recognized diversity centres (Figure S5, S6). At the QDS-scale, for example, GCFR outliers are concentrated in the Kogelberg-Hottentots-Holland and Cederberg areas, while SWAFR outliers are concentrated in the Mt Lesueur, Perth, Stirling-Albany and Fitzgerald River areas (Figure S5a,b; S6a,b; S9e–h). Fewer hotspots are necessarily resolved at the HDS-scale (Figure S5c,d; S6c,d; 1e–h) and only one at the DS-scale when considering the PC1-based ANCOVAs’ residuals (the Hottentots Holland area in the GCFR). Omission of outliers from the PC1-based ANCOVA (Figure S7) and multiple regressions (Figure S8) yielded qualitatively similar models as before with improved coefficients of determination. At the broader DS-scale, the GCFR and SWAFR do not differ significantly in their residual standard deviations (following both the PC1-based ANCOVA and multiple regressions) (Table S3c). This highlights that the commonality of the richness-heterogeneity relationship is recovered more accurately at broader spatial scales after the omission of hotspots.

# 4: Discussion

Consistent with a recent meta-analysis identifying environmental heterogeneity as a universal driver of species richness (Stein et al., 2014), we found heterogeneity to have a consistently positive influence on species richness in the GCFR and SWAFR. Most significant partial effects associated with heterogeneity terms in our multiple regression models and the overall effect of heterogeneity (PC1) in our ANCOVA results are positive. As Thus, we find no evidence for the hump-backed response of richness to heterogeneity anticipated by some authors (Allouche et al., 2012; Carnicer et al., 2013), at least at the scales considered here. A quadratic relationship between richness and heterogeneity was only favoured at the QDS-scale, and even then not representing a unimodal effect but an upward-opening parabola. Additionally, and also consistent with (Stein et al., 2014), we find the strength of the heterogeneity-richness relationship to associate positively with spatial scale (grain), as evidenced by that fact that the coefficients of determination associated with our ANCOVA and multiple regression models were greatest at the DS- and smallest at the QDS-scale. One possible explanation of this effect is the fact that larger areas accommodate more environmental variability (Wüest et al., 2019), and so facilitate stronger heterogeneity-richness relationships (Van Rensburg, Chown, & Gaston, 2002). In speciation hotspots (see below) like the GCFR or the SWAFR, however, an important additional consideration is the spatial scale of speciation (Stein et al., 2014). Stronger coupling of species richness to heterogeneity at the DS-scale possibly arises as DS, in contrast to QDS and HDS, are sufficiently large to capture differences in richness as a result of allopatric speciation processes.

The observation that species richness responds to environmental heterogeneity in a relatively uniform manner across the GCFR and SWAFR or at least, where this is not the case, that regional differences in the form of the richness-heterogeneity relationship are subtle, suggests that the greater vascular plant species richness of the GCFR is partly attributable to the greater physiographic heterogeneity of this region. As noted by Cowling et al. (2015) the lower heterogeneity of SWAFR, both now and during the Tertiary, would have constrained opportunities for radiation, thereby producing a flora that is generally less diverse. In addition, the greater heterogeneity of the GCFR might facilitate denser species packing, through the provision of greater niche diversity (Cramer et al., 2014; Hart et al., 2017). Our data reveal that, despite its significantly greater DS-scale species richness, the GCFR does not have significantly greater QDS- and HDS-scale species richness than the SWAFR. This pattern, which reflects higher rates of QDS- and HDS-scale species turnover in the GCFR, implies a greater role for dispersal limitation and local species differentiation in driving high DS-scale richness in the Cape. This interpretation is consistent with existing evidence for a much higher frequency of single-site endemic taxa in the Cape than in the Australian flora (Linder, 2019) and evidence of such in our species occurrence dataset (Figure S11).

Although our data confirm a broad dependence of GCFR and SWAFR plant species richness on environmental heterogeneity, as defined by the nine environmental variables examined, the generally low coefficients of determination associated with these relationships indicate a role for other factors. Firstly, species richness is almost certainly influenced by heterogeneity in multiple other environmental variables, some of which may vary at spatial scales beyond the fine-scale resolution of available environmental layers. Cramer, Wootton, van Mazijk, & Verboom (2019), for example, recently highlighted the superiority of locally modelled soil layers, which also include aspects of soil chemistry, as predictors of vegetation type in the GCFR, compared with the globally modelled layers used in this study. Unfortunately, we were unable to make use of these layers as comparable data are lacking between the GCFR and SWAFR. Despite the obvious importance of soil variables as determinants of plant distribution, their inclusion in broad-scale spatial modelling exercises remains problematic since the spatial scale at which soils vary is typically much finer than the spatial resolution of modelled layers (Figueiredo et al., 2018). Similarly, the association of many point-endemics in the GCFR with highly-localized bogs, whose distributions are geomorphologically- rather than climatically-determined, presents challenges for species distribution modelling on account of their small size (Born & Linder, 2018). The same may well be true for the SWAFR flora where phylogenetically-relictual species typically inhabit waterlogged situations (Hopper & Gioia, 2004).

A second factor affecting the explanatory power of our models is the inclusion of only the heterogeneities of environmental variables, not their absolute values. Although the absolute values of certain variables, particularly those influencing biological productivity (i.e. energy-water theory), have often been found to correlate positively with species richness at broad scales (Currie, 1991; Hawkins et al., 2003; Kreft & Jetz, 2007), we elected to omit these variables from our analyses because we wished to assess explicitly the relative ability of various forms of heterogeneity to account for richness variation across and between the GCFR and SWAFR. Besides, as noted by Cowling, Bradshaw, Colville, & Forest (2017), energy-water theory does not appear to hold in the GCFR where species richness is maximized in cool, nutrient-impoverished areas.

A third factor underpinning the unexplained variance in our models is spatial variation in collection effort and its consequences for species richness estimates. Although some authors have argued for the application of sample- (Gotelli & Colwell, 2001) or coverage-based rarefaction techniques (Chao & Jost, 2012) to correct for variable collection effort (Engemann et al., 2015), the application of these approaches to systematically-biased collection data is potentially problematic. These techniques assume that the relationship between true species richness and sampling effort is weak. In contrast, herbarium collectors commonly focus their efforts on rare species, and many herbaria do not accept material indiscriminately, being reluctant to accept multiple accessions of the same species from a single area. Moreover, rarefaction-methods, while able to account for spatially non-uniform sampling effort, are not ideal for non-uniformities that arise from targetted collection efforts (e.g. collecting a specific taxon and disregarding others in a given locality). We have desisted from applying these techniques (as in Gioia & Hopper, 2017) because, at least for the South African flora, these methods severely distort known species richness (Cramer & Verboom, 2016). Use of rarefaction may artificially inflate species richness (relative to areas of greater richness) in areas of low collection, where collections are low not because of inaccessibility, but because species richness is low. Indeed, Cramer & Verboom (2016) found that the cumulative species richness provided a reasonable estimate of the biome-level floral richness, and that these numbers were consistent with results from an exhaustive atlassing project (i.e. Protea Atlas; Rebelo, 2001) with low collecting bias (Merow et al., 2013).

A fourth and final factor potentially compromising the strength of the heterogeneity-richness relationship is the existence of diversity hotspots whose high species richness is not directly linked to physiographic heterogeneity. We suspect, for example, that the exceptional species richness of the Perth QDS/HDS reported in this study partly reflects the introduction of plants from elsewhere in the SWAFR into the Greater Perth metropolitan area. Indeed, our species occurrence data seem to show a non-trivial proportion of species with outlier-records (relative to the rest of their ranges) in the vicinity of Perth: ca. 7% (based on a random sample of 300 of the 2,944 species with occurrences near Perth; see Figure S12). Bearing in mind such artefacts, species richness in both the GCFR and SWAFR is often concentrated in hotspots (cf. Gioia & Hopper, 2017; Oliver, Linder, & Rourke, 1983) whose exceptional richness may be a consequence of their long-term climatic and/or hydrological stability. In the Cape Floristic Region (CFR; sensu Goldblatt, 1978) for example, higher species richness in the west has been attributed to reduced rates of extinction, associated with greater climatic stability through the Pleistocene (Cowling & Lombard, 2002; Cowling et al., 2017). In this study, we used the residuals derived from PC1-based ANCOVA and multiple regression models to identify hotspots whose richness exceeds that expected on the basis of their underlying heterogeneities. Though spatially autocorrelated, at least some of the hotspots thus identified correspond to centres of long-term environmental stability. In the GCFR, for example, the southwestern mountains (Kogelberg-Hottentots Holland) have been identified as a long-term climatic and hydrological refugium, especially for species which inhabit the numerous bogs and seeps found there (Linder, 2019; Wüest et al., 2019). Similarly, pollen and midden-based isotope data provide evidence of relatively muted Pleistocene climate change in the Cederberg (Meadows, Chase, & Seliane, 2010; Meadows & Sugden, 1991, 1993). The biota of the SWAFR, too, show evidence of climatically-forced range contraction in the Pleistocene (Byrne, 2008; Byrne & Hines, 2004). Putative refugia include the Sterling and Porungurup ranges (Keppel et al., 2017), areas relatively elevated and topographically complex in the SWAFR, supporting greater levels of species richness and endemism. Additionally, maps in Byrne (2008; Figure 2) identify one refugium in the vicinity of Perth and a second in the vicinity of Fitzgerald River.

Given their importance for long-term species persistence (McLaughlin et al., 2017), the accurate identification and effective protection of climatically- and/or hydrologically-stable hotspots must be an important conservation objective, particularly in the face of contemporary climatic deterioration. In the GCFR, therefore, it is important to establish whether the high species richness in the west is attributable to a broad longitudinal effect (Cowling & Lombard, 2002; Cowling et al., 2017; Verboom et al., 2014) or the presence of hotspots whose exceptional richness is more locally determined. Our data support the latter interpretation, with the Kogelberg-Hottentots Holland area emerging as a particularly important refugium for Cape plant diversity. Given that much of the locally-endemic diversity of this area is associated with bog and seepage habitats (Linder, 2019), recent proposals to abstract water from the Table Mountain Group aquifer which feeds these bogs, present a serious threat to the continued persistence of Cape floristic diversity, particularly since the hydrological consequences of such abstraction remain poorly understood (Slingsby et al., 2018). Similarly in the SWAFR, groundwater abstraction in the Perth area threatens the long-term integrity of groundwater-dependent terrestrial vegetation there (Barron et al., 2014; Froend & Sommer, 2010).

Although the plant species richness of the GCFR has been identified as being globally anomalous (Kreft & Jetz, 2007), our data reveal that species richness in the GCFR and SWAFR varies broadly as a common function of environmental heterogeneity, promoting diversification and facilitating species coexistence. This corroborates the suggestion (Cowling et al., 2015) that the greater richness of the GCFR, relative to that of the SWAFR, is a product of its greater environmental heterogeneity. Importantly, since environmental heterogeneity invariably is spatially configured, the greater richness of the GCFR flora is associated with higher rates of species turnover in space. The species richness-environmental heterogeneity relationship is punctuated by the existence of local hotspots, whose exceptional richness may be a consequence of historical factors. Though these regions’ hotspots may be important for species persistence (e.g. in the face of climate change), we find evidence for a unified conceptual framework for thinking about the species richness of these two mediterranean floras.

# Tables

**Table 1:** Values and significances1 of coefficients from univariate ANCOVAs of vascular plant species richness against separate axes and the main axis (PC1) of environmental heterogeneity2 (log10-transformed) across the GCFR and SWAFR at the **(a)** QDS-, **(b)** HDS- and **(c)** DS-scales. The SWAFR interaction terms describe differences in slope between the GCFR and SWAFR.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Response | Model type | Predictor | Main effect | | SWAFR effect | | SWAFR interaction | |
| (a) *S*QDS | Main effect × region | Elevation | 140.2 | \*\*\* | 124.4 | \*\*\* | -56.1 | \* |
|  |  | MAP | 172.0 | \*\*\* | 54.5 | \*\* | -54.1 | \*\* |
|  |  | PDQ | 73.4 | \*\*\* | 55.6 | \* | 61.9 | \*\* |
|  |  | NDVI | 154.9 | \*\*\* | -7.8 |  | -102.2 | \*\*\* |
|  | Main effect + region | PC1 | 67.0 | \*\*\* | 92.5 | \*\*\* |  |  |
|  | Main effect only | Surface T | 62.1 | \*\*\* |  |  |  |  |
|  |  | CEC | 14.7 |  |  |  |  |  |
|  |  | Clay | 42.1 | \*\*\* |  |  |  |  |
|  |  | Soil C | 62.9 | \*\*\* |  |  |  |  |
|  |  | pH | 21.9 | \* |  |  |  |  |
| (b) *S*HDS | Main effect × region | MAP | 399.0 | \*\*\* | -41.5 |  | -185.0 | \*\* |
|  |  | Clay | -12.8 |  | -216.1 | \*\* | 173.6 | \* |
|  | Main effect only | Elevation | 163.7 | \*\*\* |  |  |  |  |
|  |  | PDQ | 226.3 | \*\*\* |  |  |  |  |
|  |  | Surface T | 135.9 | \*\*\* |  |  |  |  |
|  |  | NDVI | 246.6 | \*\*\* |  |  |  |  |
|  |  | Soil C | 159.4 | \*\*\* |  |  |  |  |
|  |  | PC1 | 123.1 | \*\*\* |  |  |  |  |
|  | Region only | CEC | -26.3 |  | -251.9 | \*\* |  |  |
|  |  | pH | 53.8 |  | -193.0 | \* |  |  |
| (c) *S*DS | Main effect × region | Elevation | -1455.9 | \* | -2278.4 | \*\* | 1668.5 | \* |
|  |  | MAP | 683.3 | \*\*\* | -519.1 | \*\* | -382.1 | \* |
|  |  | CEC | -933.3 | \*\* | -1043.4 | \*\*\* | 837.1 | \* |
|  | Main effect + region | Clay | 273.0 | \* | -542.8 | \* |  |  |
|  |  | Soil C | 246.5 | \* | -615.4 | \* |  |  |
|  | Main effect only | PDQ | 363.1 | \*\* |  |  |  |  |
|  |  | Surface T | 336.7 | \*\* |  |  |  |  |
|  |  | NDVI | 475.3 | \*\*\* |  |  |  |  |
|  |  | pH | 448.4 | \*\*\* |  |  |  |  |
|  |  | PC1 | 231.1 | \*\*\* |  |  |  |  |

1 Represented as follows: \*\*\*, *P* < 0.001; \*\*, *P* < 0.01; \*, *P* < 0.05; blank, NS.

2 Abbreviations are as follows: NDVI, normalized difference vegetation index; T, temperature; MAP, mean annual precipitation; PDQ, precipitation in the driest quarter; CEC, cation exchange capacity; C, carbon.

**Table 2:** Pearson’s *r* correlation coefficients comparing the predicted and residual species richness (*S*) between the PC1-based ANCOVAs (Table 1, Figure 4) and the multivariate regressions (Figure 5) of vascular plant species richness across the GCFR and SWAFR. All correlation coefficients were significant (*P* < 0.001; two-sided *t*-test).

|  |  |  |
| --- | --- | --- |
|  | Correlation | |
| Spatial scale | Predicted *S* | Residual *S* |
| QDS | 0.680 | 0.908 |
| HDS | 0.699 | 0.834 |
| DS | 0.723 | 0.369 |

# Figure captions

**Figure 1:** HDS-scale maps for the GCFR and SWAFR of **(a,b)** vascular plant species richness (*S*HDS), **(c,d)** values of the major axis of environmental heterogeneity (PC1) from the PCA of nine separate forms (log10-transformed; Table S1) and residual species richness following regressions against **(e,f)** PC1 (see also Figure 4b) and **(g,h)** the multivariate (MV) regression model (see also Figure 5b). Map projection used: WGS84. Colour versions of these maps, and the QDS- and DS-scale equivalents (Figure S9, S10 respectively) are available in the online version.

**Figure 2:** Frequency distributions of vascular plant species richness (*S*) in the GCFR and SWAFR at the **(a)** DS-, **(b)** HDS-, and **(c)** QDS-scales, and of the proportional contributions of floristic turnover (i.e. *T*/*S*) to **(d)** *S*DS (i.e. *T*HDS / *S*DS) and **(e)** *S*HDS. (i.e. *T*QDS / *S*HDS). Frequencies are scaled as the proportions of cells within each region. The derivations of *T*DS and *T*HDS are demonstrated with scatter plots of mean richness at the **(f)** HDS- (HDS) and **(g)** QDS-scales (QDS) against turnover (*T*HDS and *T*QDS, respectively), with contour lines denoting the *S*DS and *S*HDS that arise as their sums.

**Figure 3:** The common language effect size (*CLES*) of **(a–i)** various forms of environmental heterogeneity (log10-transformed) and **(j)** the major axis thereof (PC1) in the GCFR and SWAFR. *CLES* here is treated as the effect of GCFR relative to SWAFR values. Filled points represent comparisons where the GCFR and SWAFR significantly differed in heterogeneity (*P* < 0.05; Mann-Whitney *U*-tests), while unfilled points represent those that were not significant. Following simple linear regressions of *CLES* against scale, we found evidence for scale-dependence (depicted by lines) for most variables. Both strongly significant (*P* < 0.05; a–c,g,i) and marginally significant (*P* < 0.1; d,e,h) fits have been plotted, the latter for illustration. Abbreviations are as in Table 1.

**Figure 4:** Simple linear regressions of vascular plant species richness (**(a)** *S*QDS, **(b)** *S*HDS and **(c)** *S*DS) against each scale’s major axis of environmental heterogeneity (PC1) across the GCFR and SWAFR. Grid-cells representing hotspots of species richness (identified as having residual *S* greater than two standard deviations from the mean) are identified by triangles (black for the GCFR, white for SWAFR). These three linear models are presented in Table 1, all with highly significant slopes (*P* < 0.001) and were fitted including species richness hotspots. For *S*QDS, the separate fits for the GCFR (black) and SWAFR (grey) are presented following the best fitting model at that scale: a “main effect + region” model (*S* ~ *β*0 + *β*1*X* + *β*2*Region*; Table 1a). The *R*2-values of each model and the percentage variation in environmental heterogeneity explained by PC1 (from each of the three PCAs) are noted in parentheses in the panel and horizontal axis headings respectively. The equivalent results when hotpots were excluded is available in the online version (Figure S7).

**Figure 5:** Partial effects from multiple linear regressions of vascular plant species richness (**(a)** *S*QDS, **(b)** *S*HDS and **(c)** *S*DS) against the various forms of environmental heterogeneity (log10-transformed and re-scaled) across the GCFR and SWAFR. Points with error bars denote slopes and their 95% confidence intervals. Filled points represent effect estimates for the GCFR and empty points represent effect estimates for the SWAFR relative to the GCFR (i.e. where region-interaction terms were retained during stepwise model selection). Crosses represent main effects (i.e. no region-interaction term retained). Estimates illustrated in black were significant (*P* < 0.05), while those in grey were not, but still retained during stepwise model selection. The multiple adjusted *R*2-values of each model are noted in parentheses in the panel headings. Abbreviations of variables are as in Table 1 and Figure 3. The equivalent results when species richness hotpots were excluded is available in the online version (Figure S8).

# Data availability statement

The raw vascular plant occurrence records used are available from GBIF (GCFR: <https://doi.org/10.15468/dl.n6u6n0>; SWAFR: <https://doi.org/10.15468/dl.46okua>). Analyses in the form of R-scripts, cleaned species lists, raster-layers of the nine forms of environmental heterogeneity, the major axis of heterogeneity (PC1) (at each of the four spatial scales) and species richness (at the three spatial scales) are available in the DRYAD Digital Repository: [to be provided].
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