Trước hết mình xin giới thiệu model sử dụng trong chương trình là Transformer model,

**Transformer** là một mô hình **deep learning** **Nó sử dụng cơ chế Attention thay vì mạng hồi tiếp (RNN, LSTM) để xử lý dữ liệu chuỗi. Transformer được sử dụng trong Xử lý ngôn ngữ tự nhiên, Thị giác máy tính, Chuỗi thời gian, … Trong chương trình sử dụng Transformer vì nó có khả năng xử lý dữ liệu thời gian, chính xác cao, và tốc độ nhanh**
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