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*The main purpose of the logbook is that it serves as a tool for you to keep track of the project and document project meetings.*

**Project Meetings**

**Week 2: 09.02.22**

We made a draft for our “Samarbejdsaftale”.

We had questions about general info regarding the project, e.g. ‘how does the data set look like?’, and decided to write a mail to our supervisor, Maxim.

We agreed that we would meet next Wednesday, having the necessary material read such that the project plan can be completed. (Chapter 2 to 5 in Styrk Projektarbejdet and the Canvas Manual)

We agreed to research about Gantt charts.

**Week 3: 16.02.22**

We completed as much of the ProjectCanvas as possible. Still needs milestones and actions. We assume this will be easier to complete after the data has been explored more.

We initiated the Gantt Chart but we need more clarification on some of our activities.

Doing the meeting we received a part of the complete data set from the supervisor. Based on this we agreed to look through data and get a better understanding of the structure of the data and think of ways to solve the problem.

**Week 4: 22.02.22**

We met today for the planned Q&A session (for all the project groups) with our course supervisor, Morten Mørup, and he answered some doubts about what our project plan should include.

We spent much time after the Q&A session looking into what our project description should include and went through some of the papers our supervisor sent us to form research questions. Assessing the main problem of our project, we found out the solution could be split into two parts - Detecting the barcode (a Scene Text Recognition (STR) model is needed) and recognizing the numbers (an Optical Character Recognition (OCR) model is needed). We discussed a lot about what specific STR- and OCR models we would like to implement and compare for this problem and decided it would be best to make the decision tomorrow, after reading through all the research papers that our supervisor had sent us yesterday (21.02.22). Barring this important decision, we worked on everything else, which we could work on, on the project description and found that we got a much better (more concrete) overview of how our plan would look like.

**Week 4: 23.02.22**

*We finished the project plan including: the Project canvas, the Gantt Chart, Learning Outcome and the Project description. Completing this plan included long discussions with different opinions on how to conduct the project and the end-goal.*

*We will use the project plan as the basis for the discussion with our supervisor in 2 days.*

**Week 5: 02.03.22**

*The meetings this week will be skipped in favor of working on assignments in other courses. (This week was filled with deadlines of assignments) This was planned and is also a part of the Gantt chart.*

**Week 6: 09.03.22**

We delegated responsibilities.

* Khalil/Christoffer - Will attempt to create models to crop down the pictures. (Cut out unimportant content in the pictures)
* Mathias/Michael - Attempt to use pretrained OCR-models to extract the necessary information. (So far this seems to be slow and includes too much information)

**Week 6: 11.03.22**

**Unfortunately, one of our group members, Christoffer has withdrawn from the course due to personal reasons.**

**Week 7: 16.03.22**

We have decided to be more structural in our planning of work assignments.

That means that we will in the future will be better at delegating the assignments with better

deadlines – We have now updated our Gantt-chart and will make sure to keep it up to date as it is a

good tool for keeping structure. We have written our job list down as:

* Michael will research influence of resolution on accuracy
  + Deadline at 18/3
* Khalil, Mathias will retrain a pretrained model (EasyOCR) on our data set to see the performance difference. We want something to present for our next supervisor meeting.
  + Deadline 18/3

After 18/3, we plan on focusing on our mid-way report.

**Week 8: 23.03.22**

We finished the midterms assignment and pre-planned questions for our supervisor.

**Week ??: dd.mm.yy-dd.mm.yy**

*Questions*

*Reading, who and what*

*Implementation, who and what*

*Results, who and what*

*Decisions, who and what, what do you do alone, what do you do together*

**Supervisor Meetings**

**Week 2: 11.02.22**

We had a kick-off meeting with our supervisor, where we were introduced to the setting in a more in-depth presentation and discussed some of the details of the project. To inspect the dataset, which contains sensitive data, the rules require us to sign an NDA and our supervisor will send it sometime next week. Albeit we were able to discuss the form of the problem and what tools we could use. The scope of the project can be scaled such that it fits our skills and time.

The structure of the problem can be set up as:

* Performing OCR to match barcodes to products
* Image recognition (Score how well the installation was performed?)
* Performing NLP on conversation between customer and technician to correlate with score.

We agreed to meet every week, Friday 14:00, building 321-221.

To next Friday, we can look at packages and look at how to set up a virtual environment.

**Week 3: 18.02.22**

Unfortunately, the planned meeting was not held as our supervisor could not meet. At this moment, we are not sure of the cause, it might be some miscommunication.

However, we spent some time looking and discussing the given dataset to tackle the problem, one of the challenges we talked about was noise/pictures of wrong objects and blurry barcodes.

We have questions about the Gantt diagram and Canvas, but we plan to wait for a Q&A-session with our course supervisor, Morten Mørup, presumably next Tuesday (22.02.22).

**Week 4: 25.02.22**

We had a discussion which clarified how this project would be used in a real-world setting if this project was to be used by Otovo. In the real world Otovo wouldn’t have the correct label for the electricity meter. We got suggestion on how to calculate the confidence score using the concept of “dropout layers” in our neural network.

**Week 5: 04.03.22**

This meeting was skipped. See log entry week 5 in “project meetings”.

**Week 6: 11.03.22**

**Unfortunately, one of our group members, Christoffer has withdrawn from the course due to personal reasons.**

We decided to continue with the plan in hand and have the regular meeting with our supervisor. We received practical information on transfer learning and how we can continue training existing models(finetuning). We got suggested to visualize the distribution of the different confidence levels when reading numbers and visualize the confidence in terms of different resolutions. We also got an introduction to computing PCA on higher dimensional data if we wanted to head towards that direction (Resnet18).

**Week 7: 18.03.22**

This meeting was cancelled. Supervisor was busy.

**Week 8: 25.03.22**

We started out the meeting talking about the next feedback phase that we must go through with our peer group. We informed our supervisor that it could be a good idea for him to be included, if the scheduling allows it, but that it is not a requirement. Then we discussed how much we can blackbox for the models. He continued to explain us about how CRAFT works with a UNet architecture -including its encoding and decoding sections. We needed to find out how the pre-processing is done since a VVG architecture needs a specific size input(224x224).

After the meeting, we decided to each look further into pytorch.

**Week ??: dd.mm.yy-dd.mm.yy**

*Presentation of results since*