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**Цели и задачи**

**Метод Гаусса**

**Цель работы**

Изучить классический метод Гаусса (а также модифицированный метод Гаусса), применяемый для решения системы линейных алгебраических уравнений.

**Постановка задачи**

Дана система уравнений *Ax=f* порядка *n×n* с невырожденной матрицей *A*. Написать программу, решающую систему линейных алгебраических уравнений заданного пользователем размера (*n* – параметр программы) методом Гаусса и методом Гаусса с выбором главного элемента.

**Цели и задачи практической работы**

1. Решить заданную СЛАУ методом Гаусса и методом Гаусса с выбором главного элемента;
2. Вычислить определитель матрицы det(*A*);
3. Вычислить обратную матрицу *А*-1;
4. Определить число обусловленности *МA*=||*A*||×||*A*-1||;
5. Исследовать вопрос вычислительной устойчивости метода Гаусса (при больших значениях параметра *n*);
6. Правильность решения СЛАУ подтвердить системой тестов с помощью онлайн ресурса Wolfram Alpha.

**Метод верхней релаксации**

**Цель работы**

Изучить классические итерационные методы (Зейделя и верхней релаксации), используемые для численного решения систем линейных алгебраических уравнений; изучить скорость сходимости этих методов в зависимости от выбора итерационного параметра.

**Постановка задачи**

Дана система уравнений *Ax=f* порядка *n×n* с невырожденной матрицей *A*. Написать программу численного решения данной системы линейных алгебраических уравнений (*n* – параметр программы), использующую численный алгоритм итерационного метода Зейделя:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAVoAIACQAAAABRSQEACQAAA4YCAAACANEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAuAVCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6////+gFQAATwIAAAUAAAAJAgAAAAIFAAAAFAIXAQcFHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlN11gAHhdUQNZjIEAAAALQEAAAwAAAAyCgAAAAADAAAAKCkxAAsBvAMGAgUAAAAUAuABMgAcAAAA+wJA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiU3XWAAeF1RA1mMgQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAACgpKCllBpMAgQaAAwUAAAAUAhcBvAgcAAAA+wL9/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiU3XWAAeF1RA1mMgQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAGtra205BAMFBgIFAAAAFALgAeEAHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlN11gAHhdUQNZjIEAAAALQEBAAQAAADwAQAAEgAAADIKAAAAAAcAAABEQXh4QXhm/xYD6QM5BPIDEQGaA4ADBQAAABQCFwFyBRwAAAD7Av3+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1ohEKshgKhQCs2BgA2JTddYAB4XVEDWYyBAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAALSvbAwYCBQAAABQC4AGBAhwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1mhAKbzgKhQCs2BgA2JTddYAB4XVEDWYyBAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAKy0rPTcI3QN1BIAD0QAAACYGDwCYAUFwcHNNRkNDAQBxAQAAcQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCCKAACAINEAAIEhisAKwIAg0EAAwAcAAALAQEBAAIAgigAAgSGEiItAgCCKQAAAAoCAIIpAAIAgigAAgCDeAADABwAAAsBAQEAAgCDawACBIYrACsCAIgxAAAACgIEhhIiLQIAg3gAAwAcAAALAQEBAAIAg2sAAAAKAgCCKQACBIYrACsCAINBAAIAg3gAAwAcAAALAQEBAAIAg2sAAAAKAgSGPQA9AgCDZgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADJEDWYyAAAKADgAigEAAAAAAAAAANziGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA),

где ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFoAIBCQAAAACwWQEACQAAA84BAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAgAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6/////ABAAATwIAAAUAAAAJAgAAAAIFAAAAFAIXAV8DHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlN11gAHhdRsRZswEAAAALQEAAAoAAAAyCgAAAAACAAAAKCkLAQYCBQAAABQC4AGQARwAAAD7AkD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCs2BgA2JTddYAB4XUbEWbMBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALCmAAwUAAAAUAuABRwAcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiU3XWAAeF1GxFmzAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAERBCAKAAwUAAAAUAhcBygMcAAAA+wL9/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdbILCp84BYUArNgYANiU3XWAAeF1GxFmzAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC1BBgKTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINEAAIAgiwAAgCYAu8CAINBAAMAHAAACwEBAQACAIIoAAIEhhIiLQIAgikAAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMGxFmzAAACgA4AIoBAAAAAAAAAADc4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) - соответственно диагональная и нижняя треугольные матрицы, ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8gAQAAtwEAAAUAAAAJAgAAAAIFAAAAFAKAATkAHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlN11gAHhdUkXZqwEAAAALQEAAAkAAAAyCgAAAAABAAAAa3mAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg2sAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAASRdmrAAACgA4AIoBAAAAAP/////c4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)- номер текущей итерации;

в случае использования итерационного метода верхней релаксации итерационный процесс имеет следующий вид:

![](data:image/x-wmf;base64,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),

где ![](data:image/x-wmf;base64,183GmgAAAAAAAKABgAECCQAAAAAzXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAaABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAABgAQAAtwEAAAUAAAAJAgAAAAIFAAAAFAIgAR0AHAAAAPsCQP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHUCEwpKeAqFAKzYGADYlN11gAHhdb4VZh8EAAAALQEAAAkAAAAyCgAAAAABAAAAd3mAA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMkDdwAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAC+FWYfAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) - итерационный параметр (при ![](data:image/x-wmf;base64,183GmgAAAAAAAOAD4AEBCQAAAAAQXAEACQAAA4oBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAeADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+gAwAAtwEAAAUAAAAJAgAAAAIFAAAAFAKAAfACHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlN11gAHhdQcMZhsEAAAALQEAAAkAAAAyCgAAAAABAAAAMXmAAwUAAAAUAoABHQAcAAAA+wJA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdcQNCsh4C4UArNgYANiU3XWAAeF1BwxmGwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5gAMFAAAAFAKAAckBHAAAAPsCQP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWADApgOAuFAKzYGADYlN11gAHhdQcMZhsEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eYADgwAAACYGDwD8AEFwcHNNRkNDAQDVAAAA1QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEyQN3AgSGPQA9AgCIMQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABsHDGYbAAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) метод верхней релаксации переходит в метод Зейделя). Предусмотреть возможность задания элементов матрицы системы и ее правой части как во входном файле данных, так и путем задания специальных формул.

**Цели и задачи практической работы**

1. Решить заданную СЛАУ итерационным методом Зейделя (или более общим методом верхней релаксации);
2. Разработать критерий остановки итерационного процесса, гарантирующий получение приближенного решения исходной системы СЛАУ с заданной точностью;
3. Изучить скорость сходимости итераций к точному решению задачи (при использовании итерационного метода верхней релаксации провести эксперименты с различными значениями итерационного параметра ![](data:image/x-wmf;base64,183GmgAAAAAAAKABgAECCQAAAAAzXgEACQAAAyEBAAACAH4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAaABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAABgAQAAtwEAAAUAAAAJAgAAAAIFAAAAFAIgAR0AHAAAAPsCQP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHUCEwpKeAqFAKzYGADYlN11gAHhdb4VZh8EAAAALQEAAAkAAAAyCgAAAAABAAAAd3mAA34AAAAmBg8A8QBBcHBzTUZDQwEAygAAAMoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhMkDdwAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAC+FWYfAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (в случае симметрической положительно определенной матрицы системы известно, что для сходимости итераций следует выбирать ![](data:image/x-wmf;base64,183GmgAAAAAAAMAG4AEACQAAAAAxWQEACQAAA5IBAAACAIkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcAGCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+ABgAAtwEAAAUAAAAJAgAAAAIFAAAAFAKAATIAHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlN11gAHhdaULZtIEAAAALQEAAAoAAAAyCgAAAAACAAAAMDJuBYADBQAAABQCgAGjAhwAAAD7AkD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB1Hw4KaxgLhQCs2BgA2JTddYAB4XWlC2bSBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdzKAAwUAAAAUAoABZwEcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdT0VCkDYCoUArNgYANiU3XWAAeF1pQtm0gQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAADw84QKAA4kAAAAmBg8ABwFBcHBzTUZDQwEA4AAAAOAAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAiDAAAgSGPAA8AgSEyQN3AgSGPAA8AgCIMgAAAIgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDSpQtm0gAACgA4AIoBAAAAAAEAAADc4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==); при ![](data:image/x-wmf;base64,183GmgAAAAAAAOAD4AEBCQAAAAAQXAEACQAAA4oBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAeADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+gAwAAtwEAAAUAAAAJAgAAAAIFAAAAFAKAAfACHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlN11gAHhdQcMZhsEAAAALQEAAAkAAAAyCgAAAAABAAAAMXmAAwUAAAAUAoABHQAcAAAA+wJA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdcQNCsh4C4UArNgYANiU3XWAAeF1BwxmGwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5gAMFAAAAFAKAAckBHAAAAPsCQP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWADApgOAuFAKzYGADYlN11gAHhdQcMZhsEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eYADgwAAACYGDwD8AEFwcHNNRkNDAQDVAAAA1QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgSEyQN3AgSGPQA9AgCIMQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABsHDGYbAAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) метод верхней релаксации совпадает с методом Зейделя);
4. Правильность решения СЛАУ подтвердить системой тестов с помощью онлайн ресурса Wolfram Alpha.

**Описание метода Гаусса**

Алгоритм решения СЛАУ методом Гаусса состоит из 2-х этапов – прямого и обратного хода.

В процессе прямого хода система приводится к эквивалентной путем приведения матрицы системы к верхней треугольной форме. На i-м шаге в строке выбирается первый ненулевой элемент – ведущий, который существует в силу невырожденности матрицы, после чего i-я строка делится на данный элемент. Затем из остальных строк вычитается i-я строка, умноженная на соответственно.

Сложность прямого хода делений и сложений и умножений.

В процессе обратного хода последовательно определяются все неизвестные путем решения уравнений (с одной неизвестной) и подстановки решений из решенного в следующее (получая уравнение с одной неизвестной), процесс начинается с и заканчивается на .

Сложность обратного хода: .

Общая сложность метода Гаусса: .

Однако при работе с плохо обусловленными матрицами данный «простой» алгоритм работает нестабильно из-за неточности округления в вычислениях на компьютере.

Данная проблема решается при помощи модификации этого алгоритма, которая называется метод Гаусса с выбором главного элемента. Его основная идея заключается в том, что на каждой итерации прямого хода выбирается не первый ненулевой элемент, а максимальный по модулю. За счет этого влияние ошибок округления на результат существенно снижается.

**Описание метода верхней релаксации**

Алгоритм метода верхней релаксации заключается в итерационном приближении некоторого вектора к точному решению СЛАУ по формуле:

– вектор -го приближения решения СЛАУ

– матрица, содержащая только элементы главной диагонали матрицы

– матрица, содержащая только элементы матрицы стоящие ниже главной диагонали

– итерационный параметр (при приближение соответствует методу Зейделя)

В алгоритме программной реализации используется следующая формула для пересчёта вектора приближённого решения:

Зафиксируем некое – заданную точность решения, тогда если верно: , то выполнен критерий остановки процесса.

**Дополнительные расчёты**

**Подсчет определителя**

Для вычисления определителя будем использовать модифицированный метод Гаусса с выбором главного элемента. Тогда после приведения к верхней треугольной форме , где – число перестановок столбцов в ходе выделения главного элемента.

**Подсчет обратной матрицы**

Обратную матрицу будем вычислять методом Жордана-Гаусса, согласно которому применяя к единичной матрице все действия из метода Гаусса по приведению матрицы к единичной матрице получится обратная к матрица , такая что .

**Подсчет нормы матрицы и числа обусловленности**

В качестве нормы матрицы выберем норму, подсчитываемую согласно формуле .

Число обусловленности матрицы подсчитывается согласно формуле .

**Тестирование**

Написанные алгоритмы тестировались на примерах, приложенных в *Приложении-1* (вариант 4 для метода Гаусса и вариант 3 для метода верхней релаксации) и в *Приложении-2* (вариант 2). Проверка корректности проводилась в системах Wolfram Alpha и matrixcalc.org.

**Приложение 1-1-4**

1. **СЛАУ:**

Определитель:

Обратная матрица:

Число обусловленности >> 1 – матрица является плохо обусловленной.

Решение методом Гаусса .

Решение методом Гаусса с выбором главного элемента .

Решение Wolfram Alpha .

1. **СЛАУ:**

Определитель:

Обратная матрица не существует, система имеет бесконечно много решений.

Определитель:

Обратная матрица:

Число обусловленности >> 1 – матрица является плохо обусловленной.

Решение методом Гаусса .

Решение методом Гаусса с выбором главного элемента .

Решение Wolfram Alpha .

**Приложение 1-1-3**

1. **СЛАУ:**

Определитель:

Обратная матрица:

Число обусловленности >> 1 – матрица является плохо обусловленной.

Собственные значения – матрица не является ни положительно, ни отрицательно определенной. Значит не выполнено достаточное условие применимости метода верхней релаксации.Решение методом верхней релаксации с и – не найдено. Не удалось подобрать необходимые .

Решение Wolfram Alpha .

1. **СЛАУ:**

Определитель:

Обратная матрица не существует, система не имеет решений.

1. **СЛАУ:**

Определитель:

Обратная матрица:

Число обусловленности .959

Решение методом верхней релаксации с и .

Iterations = 13

Решение методом верхней релаксации с и .

Iterations = 40

Решение методом верхней релаксации с и .5 .

Iterations = 213

Решение Wolfram Alpha .

**Приложение 2-1-2**

Элементы матрицы *A* вычисляются по формуле:

![](data:image/x-wmf;base64,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)где ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHQAIACQAAAAARWwEACQAAA3cBAAACAIcAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAJAAkAHEwAAACYGDwAcAP////8AAHgAEAAAAMD////X////AAcAABcCAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAoABsAAVAAAA+wJA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAABAAAAAyCgAAAAAGAAAALDEsLi4uBgO2AIAAcABwAIADBQAAABQCgAErABUAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAGlqbgB1AY4EgAMFAAAAFAKAAY8CEAAAAPsCQP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAEEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9AIADhwAAACYGDwAEAU1hdGhUeXBlVVX4AAUBAAQARFNNVDQAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9HX0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDaQACAIIsAAIAg2oAAgSGPQA9AgCIMQACAIIsAAIAgi4AAgCCLgACAIIuAAIAg24AAAAACwAAACYGDwAMAP////8BAEwAAAAAABAAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDMBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Элементы вектора *f* (вектор правой части системы) задаются формулой ![](data:image/x-wmf;base64,183GmgAAAAAAAMAKYAIBCQAAAACwVgEACQAAA6wBAAACAJEAAAAAAAQAAAACAQEABQAAAAEC////AAQAAAAuARkABQAAADECAQAAAAUAAAALAgAAAAAFAAAADAJgAsAKEwAAACYGDwAcAP////8AAHgAEAAAAMD///+3////gAoAABcCAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAqABLwMVAAAA+wJA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAMjAwNTAA4ADgAHUC4ACAAwUAAAAUAhAC6QAVAAAA+wKw/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABpAKACBQAAABQCoAErABUAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGJp2AmAAwUAAAAUAqAB1wEQAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAQQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAD0r1wBIBEADgAORAAAAJgYPABgBTWF0aFR5cGVVVQwBBQEABABEU01UNAAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0dfRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINiAAMAGwAACwEAAgCDaQAAAQEACgIEhj0APQIAiDIAAgCIMAACAIgwAAIEhisAKwIAiDUAAgCIMAACBIbFItcCAINpAAAAZQsAAAAmBg8ADAD/////AQBMAAAAAAAQAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AzAQAAAAtAQAABAAAAPABAQADAAAAAAA=), где i = 1...n, n = 20, m = 8.

Решение методом Гаусса

Решение методом Гаусса с выбором главного элемента

Решение методом Гаусса совпадает с корректным решением и решением методом верхней релаксации, что объясняется тем, что данная система обладает диагональным преобладанием при n = 20, m = 8.

Решение методом верхней релаксации с и

Iterations = 4

Решение методом верхней релаксации с и

Iterations = 13

Решение методом верхней релаксации с и

Iterations = 10

**Исходный код программы:**

**Метод Гаусса**

#include <stdio.h>

#include <stdlib.h>

#include <stdio.h>

#include <limits.h>

#include <string.h>

#include <unistd.h>

#include <math.h>

void

swap (double \*a, double \*b)

{

double tmp = \*a;

\*a = \*b;

\*b = tmp;

}

double

\*\*fill\_matrix(double \*\*a, int N, int M) {

for (int i = 0; i < N; i++) {

for (int j = 0; j < N; j++) {

if (i != j) {

a[i][j] = (i + j + 2) / (N + M);

} else {

a[i][j] = N + M \* M + (j + 1) / M + (i + 1) / N;

}

}

}

for (int i = 0; i < N; i++) {

a[i][N] = 200 + 50 \* (i + 1);

}

return a;

}

int

main (void)

{

int N, M;

printf("mode = ");

// s - стандартный, g - с выбором главного элемента

char c;

scanf("%c", &c);

printf("mode matrix = ");

// 1 - ввод матрицы с калвиатуры, 2 - матрица заданная функционально

int mc;

scanf("%d", &mc);

double \*\*a;

if (mc == 1) {

printf("size = ");

scanf("%d", &N);

a = calloc(N, sizeof(double));

for (int i = 0; i < N; i++) {

a[i] = calloc(N + 1, sizeof(double));

}

printf("matrix:\n");

for (int i = 0; i < N; i++) {

for (int j = 0; j < N + 1; j++) {

scanf("%le", &a[i][j]);

}

}

} else if (mc == 2) {

N = 20;

M = 8;

a = calloc(N, sizeof(double));

for (int i = 0; i < N; i++) {

a[i] = calloc(N + 1, sizeof(double));

}

a = fill\_matrix(a, N, M);

}

if (c == 'g') {

double a\_max = 0;

// поиск максимального "ведущего" элемента

for (int k = 0; k < N; k++) {

int i = k;

a\_max = fabs(a[k][k]);

for (int m = k + 1; m < N; m++) {

if(fabs(a[m][k]) > a\_max) {

i = m;

a\_max = fabs(a[m][k]);

}

}

// проверка на вырожденность матрицы

if (a\_max == 0) {

printf("No solutions!\n");

return 0;

}

// перестановка строк

if (i != k) {

for (int j = k; j < N + 1; j++) {

swap(&a[i][j], &a[k][j]);

}

}

// преобразования коэфициентов (деление на ведущий)

a\_max = a[k][k];

a[k][k] = 1;

for (int j = k + 1; j < N + 1; j++) {

a[k][j] = a[k][j] / a\_max;

}

// дальнейшее вычитание строки

for (int i = k + 1; i < N; i++) {

double save\_elem = a[i][k];

a[i][k] = 0;

if (save\_elem != 0) {

for (int j = k + 1; j < N + 1; j++) {

a[i][j] = a[i][j] - save\_elem \* a[k][j];

}

}

}

}

} else if (c == 's') {

double a\_base = 0;

// поиск первого ненулевого элемента

for (int k = 0; k < N; k++) {

int i = k;

a\_base = fabs(a[k][k]);

for (int m = k + 1; a\_base == 0 && m < N; m++) {

a\_base = fabs(a[m][k]);

}

// далее все аналогично...

if (a\_base == 0) {

printf("No solutions!\n");

return 0;

}

if (i != k) {

for (int j = k; j < N + 1; j++) {

swap(&a[i][j], &a[k][j]);

}

}

a\_base = a[k][k];

a[k][k] = 1;

for (int j = k + 1; j < N + 1; j++) {

a[k][j] = a[k][j] / a\_base;

}

for (int i = k + 1; i < N; i++) {

double save\_elem = a[i][k];

a[i][k] = 0;

if (save\_elem != 0) {

for (int j = k + 1; j < N + 1; j++) {

a[i][j] = a[i][j] - save\_elem \* a[k][j];

}

}

}

}

}

// обратный ход

double \*x = calloc(N + 1, sizeof(double));

for (int i = N - 1; i >= 0; i--) {

x[i] = 0;

double a\_tmp = a[i][N];

for (int j = N; j > i; j--) {

a\_tmp = a\_tmp - a[i][j] \* x[j];

}

x[i] = a\_tmp;

}

printf("solution:\n");

for (int i = 0; i < N ; i++) {

printf("x[%d] = %.10lf\n", i + 1, x[i]);

}

return 0;

}

**Метод верхней релаксации**

#include <stdio.h>

#include <stdlib.h>

#include <stdio.h>

#include <limits.h>

#include <string.h>

#include <unistd.h>

#include <math.h>

double\*

next\_iteration(double \*x\_prev, double \*x\_cur, double w, double \*b, int N, double \*\*a)

{

for (int i = 1; i <= N; i++){

double s1 = 0;

double s2 = 0;

for (int j = 1; j <= i - 1; j++){

s1 += a[i][j] / a[i][i] \* x\_cur[j] \* w;

}

for (int j = i; j <= N; j++){

s2 += a[i][j] / a[i][i] \* x\_prev[j] \* w;

}

x\_cur[i] = b[i] / a[i][i] \* w - s1 - s2 + x\_prev[i];

}

return x\_cur;

}

long long iter = 0;

int

main(void)

{

int N, M;

double w;

double eps;

printf("size = ");

scanf("%d", &N);

//N = 20;

//M = 10;

printf("eps = ");

scanf("%le", &eps);

printf("w = ");

scanf("%le", &w);

printf("matrix:\n");

double \*\*a;

a = calloc(N, sizeof(double));

for (int i = 0; i < N + 1; i++) {

a[i] = calloc(N + 1, sizeof(double));

}

double \*b;

b = calloc(N + 1, sizeof(double));

for (int i = 1; i <= N; i++) {

for (int j = 1; j <= N; j++) {

scanf("%le", &a[i][j]);

/\*if (i != j) {

a[i][j] = (i + j) / (N + M);

} else {

a[i][j] = N + M \* M + j / M + i / N;

}\*/

}

scanf("%le", &b[i]);

//b[i] = 200 + 50 \* i;

}

double \*x\_cur, \*x\_prev;

x\_cur = calloc(N + 1, sizeof(double));

x\_prev = calloc(N + 1, sizeof(double));

int stop = 0;

while (1) {

// x(i) = x(i+1)

for (int i = 1; i <= N; i++) {

x\_prev[i] = x\_cur[i];

}

// вызов функции следующей итерации

x\_cur = next\_iteration(x\_prev, x\_cur, w, b, N, a);

iter++;

// условие остановки

for (int i = 1; i <= N; i++) {

if (fabs(x\_prev[i] - x\_cur[i]) >= eps) {

stop = 0;

break;

} else {

stop = 1;

}

}

if (stop == 1) {

break;

}

}

printf("solution:\n");

for (int i = 1; i < N + 1; i++) {

printf("x[%d] = %.10lf\n", i, x\_cur[i]);

}

printf("iterations:\n");

printf("%d\n", iter);

}

**Подсчет определителя**

#include <stdio.h>

#include <stdlib.h>

#include <stdio.h>

#include <limits.h>

#include <string.h>

#include <unistd.h>

#include <math.h>

void

swap (double \*a, double \*b)

{

double tmp = \*a;

\*a = \*b;

\*b = tmp;

}

int

main (void)

{

int N;

printf("size = ");

scanf("%d", &N);

printf("matrix:\n");

double \*\*a;

a = calloc(N, sizeof(double));

for (int i = 0; i < N; i++) {

a[i] = calloc(N, sizeof(double));

}

for (int i = 0; i < N; i++) {

for (int j = 0; j < N; j++) {

scanf("%le", &a[i][j]);

}

}

double det = 1;

double a\_max;

for (int k = 0; k < N; k++) {

int i = k;

a\_max = fabs(a[k][k]);

int sign;

if (a[k][k] > 0) {

sign = 1;

} else {

sign = -1;

}

for (int m = k + 1; m < N; m++) {

if(fabs(a[m][k]) > a\_max)

{

if (a[m][k] > 0) {

sign = 1;

} else {

sign = -1;

}

i = m;

a\_max = fabs(a[m][k]);

}

}

if (a\_max == 0) {

printf("det:\n");

printf("0\n");

return 0;

}

if (i != k) {

sign \*= -1;

for (int j = k; j < N; j++)

{

swap(&a[i][j], &a[k][j]);

}

}

a\_max = a[k][k];

a[k][k] = 1;

for (int j = k + 1; j < N; j++) {

a[k][j] = a[k][j] / a\_max;

}

det \*= a\_max;

det \*= sign;

for (int i = k + 1; i < N; i++) {

double save\_elem = a[i][k];

a[i][k] = 0;

if (save\_elem != 0) {

a[i][k] = 0;

for (int j = k + 1; j < N; j++) {

a[i][j] = a[i][j] - save\_elem \* a[k][j];

}

}

}

}

printf("det:\n");

printf("%.10lf\n", det);

return 0;

}

**Подсчет обратный матрицы и числа обусловленности**

#include <stdio.h>

#include <stdlib.h>

#include <stdio.h>

#include <limits.h>

#include <string.h>

#include <unistd.h>

#include <math.h>

void

swap (double \*a, double \*b)

{

double tmp = \*a;

\*a = \*b;

\*b = tmp;

}

int

main (void)

{

int N;

printf("size = ");

scanf("%d", &N);

printf("matrix:\n");

double \*\*a;

double \*\*b;

double \*\*res;

a = calloc(N, sizeof(double));

b = calloc(N, sizeof(double));

res = calloc(N, sizeof(double));

for (int i = 0; i < N; i++) {

a[i] = calloc(N, sizeof(double));

b[i] = calloc(N, sizeof(double));

res[i] = calloc(N, sizeof(double));

}

for (int i = 0; i < N; i++) {

res[i][i] = 1;

for (int j = 0; j < N; j++) {

scanf("%le", &a[i][j]);

b[i][j] = a[i][j];

}

}

double a\_max;

for (int k = 0; k < N; k++) {

int i = k;

a\_max = fabs(a[k][k]);

for (int m = k + 1; m < N; m++) {

if(fabs(a[m][k]) > a\_max)

{

i = m;

a\_max = fabs(a[m][k]);

}

}

if (a\_max == 0) {

return 0;

}

if (i != k) {

for (int j = k; j < N; j++) {

swap(&a[i][j], &a[k][j]);

}

for (int j = 0; j < N; j++) {

swap(&res[i][j], &res[k][j]);

}

}

a\_max = a[k][k];

a[k][k] = 1;

for (int j = k + 1; j < N; j++) {

a[k][j] = a[k][j] / a\_max;

}

for (int j = 0; j < N; j++) {

res[k][j] = res[k][j] / a\_max;

}

for (int i = k + 1; i < N; i++) {

double save\_elem = a[i][k];

a[i][k] = 0;

if (save\_elem != 0) {

for (int j = k + 1; j < N; j++) {

a[i][j] = a[i][j] - save\_elem \* a[k][j];

}

}

for (int j = 0; j < N; j++) {

res[i][j] = res[i][j] - save\_elem \* res[k][j];

}

}

}

for (int i = N - 1; i > 0; i--) {

for (int j = i - 1; j >= 0; j--) {

double save\_elem = a[j][i] / a[i][i];

for (int k = N - 1; k >= 0; k--) {

a[j][k] = a[j][k] - save\_elem \* a[i][k];

res[j][k] = res[j][k] - save\_elem \* res[i][k];

}

}

}

printf("solution:\n");

for (int i = 0; i < N; i++) {

for (int j = 0; j < N; j++) {

printf("%.3lf ", res[i][j]);

}

printf("\n");

}

double norm\_1 = 0;

double cur\_1 = 0;

for (int i = 0; i < N; i++) {

cur\_1 = 0;

for (int j = 0; j < N; j++) {

cur\_1 += fabs(res[i][j]);

}

if (cur\_1 > norm\_1) {

norm\_1 = cur\_1;

}

}

double norm\_2 = 0;

double cur\_2 = 0;

for (int i = 0; i < N; i++) {

cur\_2 = 0;

for (int j = 0; j < N; j++) {

cur\_2 += fabs(b[i][j]);

}

if (cur\_2 > norm\_2) {

norm\_2 = cur\_2;

}

}

printf("condition number:\n");

printf("%.3lf\n", norm\_1 \* norm\_2);

return 0;

}

**Выводы**

1. В ходе выполнения данной работы был подробно изучен метод Гаусса решения систем неоднородных уравнений и его модификация с выбором главного элемента. В ходе тестирования было выявлено, что при большом значении числа обусловленности матрицы и при больших порядках n (размер матрицы) метод может быть неустойчивым, допускать ошибки округления при работе с числами с плавающей точкой. Однако часто этого можно избежать используя модификацию с выбором главного элемента и матрицы специального вида.
2. В ходе выполнения второй части работы был подробно изучен метод верхней релаксации и его частный случай при w = 1 – метод Зейделя.

Было выявлено, что количество итераций метода верхней релаксации напрямую зависит от правильного подбора итерационного параметра w. В ходе тестирования выяснилось, что существуют матрицы, для которых данный параметр подобрать невозможно, метод всегда будет расходиться. А для матриц, где это возможно, за счет правильного выбора итерационного параметра можно существенно ускорить алгоритм.