General:

* Java 5. Annotation is metadata about the program embedded in the program itself. It can be parsed by the annotation parsing tool or by compiler. We can also specify annotation availability to either compile time only or till runtime also. Java Built-in annotations are @Override, @Deprecated and @SuppressWarnings.
* There are three types of built-in Class Loaders in Java:
* Bootstrap Class Loader – It loads JDK internal classes, typically loads rt.jar and other core classes.
* Extensions Class Loader – It loads classes from the JDK extensions directory, usually $JAVA\_HOME/lib/ext directory.
* System Class Loader – It loads classes from the current classpath that can be set while invoking a program using -cp or -classpath command line options
* Major difference between Heap and Stack memory are as follows:
  + Heap memory is used by all the parts of the application whereas stack memory is used only by one thread of execution.
  + Whenever an object is created, it’s always stored in the Heap space and stack memory contains the reference to it. Stack memory only contains local primitive variables and reference variables to objects in heap space.
  + Memory management in stack is done in LIFO manner whereas it’s more complex in Heap memory because it’s used globally.

Class:

* Default access: a class with default access can be seen only by classes within the same package
* Public access: all classes in the Java Universe (JU) have access to a public class. The class can now be instantiated from all other classes, and any class is now free to subclass (extend from) it—unless, that is, the class is also marked with the nonaccess modifier final.
* Marking a class as strictfp means that any method code in the class will conform to the IEEE 754 standard rules for floating points. Without that modifier,floating points used in the methods might behave in a platform-dependent way.
* Final ClassesWhen used in a class declaration, the final keyword means the class can't be subclassed. In other words, no other class can ever extend (inherit from) a final class, and any attempts to do so will give you a compiler error. Can't subclass final classes
* Abstract ClassesAn abstract class can never be instantiated. Its sole purpose, mission in life, raison d'être, is to be extended (subclassed).

i.e. cant do Car car = new Car();

AnotherClass.java:7: class Car is an abstract

class. It can't be instantiated.

You can, however,put nonabstract methods in an abstract class

* how you could fix a code sample that includes a method ending in a semicolon,but without an abstract modifier on the class or method. In that case, you could either mark the method and class abstract, or change the semicolon to code (like a curly brace pair).
* You can't mark a class as both abstract and final. They have nearly opposite meanings. An abstract class must be subclassed, whereas a final class must not be subclassed. If you see this combination of abstract and final modifiers, used for a class or method declaration, the code will not compile.

Interface:

* All interface methods are implicitly public and abstract. In other words, you do not need to actually type the public or abstract modifiers in the method declaration, but the method is still always public and abstract.
* Because interface methods are abstract, they cannot be marked final.
* All variables defined in an interface must be public, static, and final—in other words, interfaces can declare only constants, not instance variables.
* interfaces are implicitly abstract whether you type abstract or not.declarations are legal, and functionally identical:

public abstract interface Rollable { }

public interface Rollable { }

* An interface can *extend* one or more other interfaces.
* An interface cannot extend anything but another interface.
* An interface cannot implement another interface or class.
* For a subclass, if a member of its superclass is declared public, the subclass inherits that member regardless of whether both classes are in the same package.
* When a member is declared private, a subclass can't inherit it.
* You can, however, declare a matching method in the subclass. But regardless of how it looks, ***it is not an overriding method!*** It is simply a method that happens to have the same name as a private method (which you're not supposed to know about) in the superclass.
* The protected and default access control levels are almost identical, but with one critical difference. A *default* member may be accessed only if the class accessing the member belongs to the same package (default members are visible to subclasses only if those subclasses are in the same package as the superclass.) whereas a *protected* member can be accessed (through inheritance) by a subclass ***even if the subclass is in a different package.***
* **The subclass can see the** protected **member only through inheritance. NO DOT OPERATOR.**
* Once the subclass-outside-the-package inherits the protected member, that member (as inherited by the subclass) becomes private to any code outside the subclass,

i.e. if the SuperClass is A in package com.sumit.A and Subclass B is in package com.sumit.B

B can Access A’s member variable protected int x=0; only using inheritance that is B extends A. not like

A a = new A();

System.out.println(a.x); //This will not compile.

In Addition if a class C under same package as B, com.sumit.B , will not be able to access “x” as in the class B the inherited variable x acts as private. So if C does

B b = new B();

System.out.println(b.x); //will throw exception.

* any local variable declared with an access modifier will not compile.
* The final keyword prevents a method from being overridden in a subclass, and is often used to enforce the API functionality of a method. For example, the Thread class has a method called isAlive() that checks whether a thread is still active. If you extend the Thread class, though, there is really no way that you can correctly implement this method yourself (it uses native code, for one thing).
* a final argument in a method must keep the same value that the parameter had when it was passed into the method( can’t assign new value).
* An abstract method is a method that's been *declared* (as abstract) but not *implemented*. *it has no method body*
* **The first concrete subclass of an abstract class must implement *all* abstract methods of the superclass.**
* he abstract modifier can never be combined with the static modifier

Contructor:

* Constructors can't be marked static (they are after all associated with object instantiation), they can't be marked final or abstract (because they can't be overridden).
* All six number types in Java are made up of a certain number of 8-bit bytes, and are *signed*, meaning they can be negative or positive. The leftmost bit (the most significant digit) is used to represent the sign, where a 1 means negative and 0 means positive,. The rest of the bits represent the value, using two's complement notation
* double holds 64 bits and a float 32.
* local variable must be initialized before you try to use it. The compiler will reject any code that tries to use a local variable that hasn't been assigned a value, because—unlike instance variables—local variables don't get default values.
* this.size = size; // this.size means the current object's

// instance variable, size. The size

// on the right is the parameter

* If you mark an instance variable as transient, you're telling the JVM to skip (ignore) this variable when you attempt to serialize the object containing it.

Instance variables and objects live on the heap.

Local variables live on the stack.

* Floating-point literals are defined as double (64 bits) by default, so if you want to assign a floating-point literal to a variable of type float (32 bits), you must attach the suffix F or f to the number. If you don't, the compiler will complain about a possible loss of precision, because you're trying to fit a number into a (potentially) less precise

"container."

* The way in which object references are stored is virtual-machine specific We know that a literal integer is always an int, but more importantly, the result of an expression involving anything int-sized or smaller is always an int. In other words, add two bytes together and you'll get an int—even if those two bytes are tiny. Multiply an int and a short and you'll get an int. Divide a short by a byte and you'll get…an int.

byte a = 3; // No problem, 3 fits in a byte

byte b = 8; // No problem, 8 fits in a byte

byte c = b + c; // Should be no problem, sum of the two bytes

// fits in a byte

The last line won't compile! You'll get an error something like this:

TestBytes.java:5: possible loss of precision

found : int

required: byte

byte c = a + b;

^

We tried to assign the sum of two bytes to a byte variable, the result of which

(11) was definitely small enough to fit into a byte, but the compiler didn't care. It

knew the rule about int-or-smaller expressions always resulting in an int. It would

have compiled if we'd done the *explicit* cast:

byte c = (byte) (a + b);

* +=, -=, \*=, and /= will all put in an implicit cast. Hence no need to explicitly define cast.
* byte a = 128;

Let's take a look at what happens in the preceding code. There, 128 is the bit pattern 10000000. It takes a full 8 bits to represent 128. But because the literal 128 is an int, we actually get 32 bits, with the 128 living in the right-most (lower-order) 8 bits. So a literal 128 is actually

00000000000000000000000010000000

Take our word for it; there are 32 bits there. To narrow the 32 bits representing 128, Java simply lops off the leftmost (higherorder) 24 bits. We're left with just the 10000000. But remember that a byte is signed, with the leftmost bit representing the sign (and not part of the value of the variable). So we end up with a negative number (the 1 that used to represent 128 now represents the negative sign bit). Remember, to find out the value of a negative number using two's complement notation, you flip all of the bits and then add 1. Flipping the 8 bits gives us 01111111, and adding 1 to that gives us 10000000, or back to 128! And when we apply the sign bit, we end up with –128.

* public class Foo {

public void doFooStuff() { }

}

public class Bar extends Foo {

public void doBarStuff() { }

}

class Test {

public static void main (String [] args) {

Foo reallyABar = new Bar(); // Legal because Bar is a

// subclass of Foo

Bar reallyAFoo = new Foo(); // Illegal! Foo is

}

}

* Remember, a Bar object is guaranteed to be able to do anything a Foo can do, so anyone with a Foo reference can invoke Foo methods even though the object is actually a Bar.
* Attempting to access an instance variable from a static context (typicallyfrom main() ).

class ScopeErrors {

int x = 5;

public static void main(String[] args) {

x++; // won't compile, x is an 'instance' variable

}

}

* Attempting to access a local variable from a nested method.

class ScopeErrors {

public static void main(String [] args) {

ScopeErrors s = new ScopeErrors();

s.go();

}

void go() {

int y = 5;

go2();

y++; // once go2() completes, y is back in scope

}

void go2() {

y++; // won't compile, y is local to go()

}

}

* Attempting to use a block variable after the code block has completed.
* the integer defined as a class member and not under main() or method will automatically be assigned a default value whether we init it or not.
* *Array elements are always, always, always given default values,regardless of where the array itself is declared or instantiated. i.e an int array will have all the elements as 0 if we don’t init the elements.*

If we initialize an array, object reference elements will equal null if they are not initialized individually with values. If primitives are contained in an array, they will be given their respective default values.

* If a variable is in main() it should be initialized or else it will give compilation error, unless you never use it.
* Explicitly assigning a reference variable will compile fine. But if you compile a code that has unassigned variable it will throw error.

Date date = null; // Explicitly set the local reference

// variable to null

This will compile fine but

Date date;

If(Date ==null{ //Do something} will cause error.

* Java is actually pass-by-value for all variables running within a single VM. Pass-by-value means pass-by-variable-value. And that means, pass-by-copy-of the- variable!
* And if you're passing an object reference variable, you're passing a copy of the bits representing the reference to an object. The called method then gets its own copy of the reference variable, to do with it what it likes. But because two identical reference variables refer to the exact same object, if the called method modifies the object (by invoking setter methods, for example), the caller will see that the object the caller's original variable refers to has also been changed.
* called method can't reassign the caller's original reference variable and make it refer to a different object.

void bar() {

Foo f = new Foo();

doStuff(f);

}

void doStuff(Foo g) {

g.setName("Boo");

g = new Foo();

}

* reassigning g does not reassign f! At the end of the bar() method, two Foo objects have been created, one referenced by the local variable f and one referenced by the local (argument) variable g. Because the doStuff() method has a copy of the reference variable, it has a way to get to the original Foo object, for instance to call

the setName() method. But, the doStuff() method does *not* have a way to get to the f reference variable. So doStuff() can change values within the object f refers to, but doStuff() can't change the actual contents (bit pattern) of f. In other words, doStuff() can change the state of the object that f refers to, but it can't make f refer to a different object!

* int a = 1;

ReferenceTest rt = new ReferenceTest();

System.out.println("Before modify() a = " + a);

rt.modify(a);

System.out.println("After modify() a = " + a);

}

void modify(int number) {

number = number + 1;

System.out.println("number = " + number);

}

}

In this simple program, the variable a is passed to a method called modify(), which increments the variable by 1. The resulting output looks like this:

Before modify() a = 1

number = 2

After modify() a = 1

Notice that a did not change after it was passed to the method. Remember, it was a copy of a that was passed to the method. When a primitive variable is passed to a method, it is passed by value, which means pass-by-copy-of-the-bits-in-the-variable.

* Int i[ ] is fine unless and until you initialize i. or new int[ ]; then you need to give the size.
* We can add a subclass if the Super class is the arraytype.

class Car {}

class Subaru extends Car {}

class Ferrari extends Car {}

...

Car [] myCars = {new Subaru(), new Car(), new Ferrari()};

* A variable of type byte, short, or char can be explicitly promoted and assigned to an int, an array of any of those types could be assigned to an int array.

int[] splats;

int[] dats = new int[4];

char[] letters = new char[5];

splats = dats; // OK, dats refers to an int array

splats = letters; // NOT OK, letters refers to a char array

* Honda IS-A Car, so a Honda array can be assigned to a Car array. Beer IS-A Car is not true; Beer does not extend Car.
* ***You cannot reverse the legal assignments. A Car array cannot be assigned to a Honda array. A Car is not necessarily a Honda, so if you’ve declared a Honda array, it might blow up if you assigned a Car array to the Honda reference variable. Think about it: a Car array could hold a reference to a Ferrari, so someone who thinks they have an array of Hondas could suddenly fi nd themselves with a Ferrari. Remember that the IS-A test can be checked in code using the*** instanceof ***operator.***
* Initialization blocks run when the class is first loaded (a static initialization block) or when an instance is created (an instance initialization block).
* A *static* initialization block runs *once*, when the class is first loaded. An *instance* initialization block runs once *every time a new instance is created*. The instance code suns right after call to super();
* The order in which the Instance block runs is according to top bottom approach.

class SmallInit {

static int x;

int y;

static { x = 7 ; } // static init block

{ y = 8; } // instance init block

}

class Init {

Init(int x) { System.out.println("1-arg const"); }

Init() { System.out.println("no-arg const"); }

static { System.out.println("1st static init"); }

{ System.out.println("1st instance init"); }

{ System.out.println("2nd instance init"); }

static { System.out.println("2nd static init"); }

public static void main(String [] args) {

new Init();

new Init(7);

}

}

Result:

1st static init

2nd static init

1st instance init

2nd instance init

no-arg const

1st instance init

2nd instance init

1-arg const

* Instance init blocks are often used as a place to put code that all the constructors in a class should share. That way, the code doesn't have to be duplicated across constructors. Finally, if you make a mistake in your static init block, the JVM can throw an ExceptionInInitializationError.
* *Wrapper objects are immutable*
* When == is used to compare a primitive to a wrapper, the wrapper will be unwrapped and the comparison will be primitive to primitive.

Method OverLoading:

* *In every case, when an exact match isn't found, the JVM uses the method with the smallest argument that is wider than the parameter.*

the compiler will choose widening over boxing,

Widening> Boxing>var-args

class Animal {static void eat() { } }

class Dog3 extends Animal {

public static void main(String[] args) {

Dog3 d = new Dog3();

d.go(d); // is this legal ?

}

void go(Animal a) { }

}

* No problem! The go() method needs an Animal, and Dog3 IS-A Animal. (Remember, the go() method thinks it's getting an Animal object, so it will only ask it to do Animal things, which of course anything that inherits from Animal can do.) So, in this case, the compiler widens the Dog3 reference to an Animal, and the invocation succeeds. The key point here is that reference widening depends on inheritance, in other words the IS-A test. Because of this, it's not legal to widen

from one wrapper class to another, because the wrapper classes are peers to one another. For instance, it's NOT valid to say that Short IS-A Integer.

***the following will NOT compile:***

class Dog4 {

public static void main(String [] args) {

Dog4 d = new Dog4();

d.test(new Integer(5)); // can't widen an Integer

// to a Long

}

void test(Long x) { }

}

***Remember, none of the wrapper classes will widen from one to another! Bytes won’t widen to Shorts, Shorts won’t widen to Longs, etc.***

class WidenAndBox {

static void go(Long x) { System.out.println("Long"); }

public static void main(String [] args) {

byte b = 5;

go(b); // must widen then box - illegal

}

}

This is just too much for the compiler:

WidenAndBox.java:6: go(java.lang.Long) in WidenAndBox cannot be

applied to (byte)

if compiler tried to box first, the byte would have been converted to a Byte. Now we're back to trying to widen a Byte to a Long, and of course, the IS-A test fails.

* You CANNOT widen and then box. (An int can't become a Long.)
* You can box and then widen. (An int can become an Object, via Integer.)

Garbage Collection:

* The JVM decides when to run the garbage collector. From within your Java program you can ask the JVM to run the garbage collector, but there are no guarantees, under any circumstances, that the JVM will comply.
* the garbage collector uses a mark and sweep algorithm,
* garbage collection cannot be forced. However, Java provides some methods that allow you to request that the JVM perform garbage collection. System.gc() or, Runtime.getRuntime.gc();
* Runtime.gc() is a native method whereas System.gc() is non - native method which in turn calls the Runtime.gc()
* The call System.gc() is effectively equivalent to the call:

Runtime.getRuntime().gc()

* Memory leak:
* The Runtime class is a special class that has a single object (a Singleton) for each main program. The Runtime object provides a mechanism for communicating directly with the virtual machine. To get the Runtime instance, you can use the method Runtime.getRuntime(), which returns the Singleton.
* For any given object, finalize() will be called only once (at most) by the garbage collector. Also, the garbage collector is not guaranteed to run at any specific time
* The **java.lang.Object.finalize()** is called by the garbage collector on an object when garbage collection determines that there are no more references to the object. A subclass overrides the finalize method to dispose of system resources or to perform other cleanup.

Car car= new Car();

car.finalize();

* if overridding finalize() it is good programming practice to use a try-catch-finally statement and to always call super.finalize(). This is a safety measure to ensure you do not inadvertently miss closing a resource used by the objects calling class

protected void finalize() throws Throwable {

try {

close(); // close open files

} finally {

super.finalize();

}

}

* To make Java more memory efficient, the JVM sets aside a special area of memory called the "String constant pool." When the compiler encounters a String literal, it checks the pool to see if an identical String already exists. If a match is found, the reference to the new literal is directed to the existing String, and no new String literal object is created. (The existing String simply has an additional reference.).
* A common use for StringBuffers and StringBuilders is file I/O when large, ever-changing streams of input are being handled by the program.
* Sun recommends that you use StringBuilder instead of StringBuffer whenever possible because StringBuilder will run faster.
* Find the right bucket (using hashCode()) 2. Search the bucket for the right element (using equals() )
* A hashCode() that returns the same value for all instances whether they’re equal or not is still a legal—even appropriate—hashCode() method! For example, public int hashCode() { return 1492; } This does not violate the contract. Two objects with an x value of 8 will have the same hashcode. But then again, so will two unequal objects, one with an x value of 12 and the other a value of -920. This hashCode() method is horribly ineffi cient, remember, because it makes all objects land in the same bucket, but even so, the object can still be found as the collection cranks through the one and only bucket—using equals()—

HashCode Contract:

* Whenever it is invoked on the same object more than once during an execution of a Java application, the hashCode() method must consistently return the same integer.
* If two objects are equal according to the equals(Object) method, then calling the hashCode() method on each of the two objects must produce the same integer result.
* It is NOT required that if two objects are unequal according to the equals(java.lang.Object) method, then calling the hashCode() method on each of the two objects must produce distinct integer results.
* Find the right bucket (using hashCode()) 2. Search the bucket for the right element (using equals() )
* A hashCode() that returns the same value for all instances whether they’re equal or not is still a legal—even appropriate—hashCode() method! For example, public int hashCode() { return 1492; } This does not violate the contract. Two objects with an x value of 8 will have the same hashcode. But then again, so will two unequal objects, one with an x value of 12 and the other a value of -920. This hashCode() method is horribly ineffi cient, remember, because it makes all objects land in the same bucket, but even so, the object can still be found as the collection cranks through the one and only bucket—using equals()—
* Keep variables non-transient or, if they must be marked transient, don't use them to determine hashcodes or equality.

Collections:

* Collections (capital C and ends with s) is the java.util.Collections class
* Collection (capital C), which is actually the java.util.Collection interface from which Set, List, and Queue extend.
* Vector is basically the same as an ArrayList, but Vector methods are synchronized for thread safety.
* A LinkedList is ordered by index position, like ArrayList, except that the elements are doubly-linked to one another.
* A HashSet is an unsorted, unordered Set. It uses the hashcode of the object being inserted, so the more efficient your hashCode() implementation the better access performance you'll get.
* A LinkedHashSet is an ordered version of HashSet that maintains a doubly-linked List across all elements.
* The TreeSet is one of two sorted collections (the other being TreeMap). It uses a Red-Black tree structure (but you knew that), and guarantees that the elements will be in ascending order, according to natural order
* The HashMap gives you an unsorted, unordered Map.
* HashMap allows one null key and multiple null values in a collection.
* LinkedHashMap collection maintains insertion order.
* You can probably guess by now that a TreeMap is a sorted Map. TreeMap implements NavigableMap.
* The purpose of a PriorityQueue is to create a "priority-in, priority out" queue as opposed to a typical FIFO queue. A PriorityQueue's elements are ordered either by natural ordering.
* collections can hold Objects but not primitives.
* The Comparable interface is used by the Collections.sort() method and the java.util.Arrays.sort() method to sort Lists and arrays of objects, respectively. To implement Comparable, a class must implement a single method, compareTo().

class DVDInfo implements Comparable { // #1

// existing code

public int compareTo(DVDInfo d) {

return title.compareTo(d.getTitle()); // #2 } }

**It’s important to remember that when you override equals() you MUST take an argument of type Object, but that when you override compareTo() you should take an argument of the type you’re sorting**

* The other handy thing about the Comparator interface is that you can use it to sort instances of any class—even classes you can't modify —unlike the Comparable interface, which forces you to change the class whose instances you want to sort.

import java.util.\*;

class GenreSort implements Comparator {

public int compare(DVDInfo one, DVDInfo two) {

return one.getGenre().compareTo(two.getGenre());

}

GenreSort gs = new GenreSort();

Collections.sort(dvdlist, gs); //Where dvdList is a Array or list. Any thing

* **Binary Search:**
  + The collection/array being searched must be sorted before you can search it.
  + If the collection/array you want to search was sorted using a Comparator, it must be searched using the same Comparator, which is passed as the second argument to the binarySearch() method. Remember that Comparators cannot be used when searching arrays of primitives.

Iterator:

boolean hasNext() Returns true if there is at least one more element in the collection being traversed. Invoking hasNext() does NOT move you to the next element of the collection.

Object next() This method returns the next object in the collection, AND moves you forward to the element after the element just returned.

whenever you want a collection to be sorted, its elements must be mutually comparable.i.e->

Set s = new TreeSet();

s.add(“a”);

s.add(new Integer(“b”);

s.add(“true”);

//this will give compiler error as they are not mutually comarable. But if we use Set s = new HashSet() this would compile as HashSet doesnt care about the sorting.

Threads:

* one call stack per thread.
* The JVM, which gets its turn at the CPU by whatever scheduling mechanism the underlying OS uses, operates like a mini-OS and schedules its own threads regardless of the underlying operating system.
* types of threads (user and daemon) is that the JVM exits an application only when all user threads are complete—the JVM doesn't care about letting daemon threads complete, so once all user threads are complete, the JVM will shut down, regardless of the state of any daemon threads.
* The run() method will call other methods, of course, but the thread of execution—the new call stack—always begins by invoking run().
* Implementing using thread class: We can use overloding of run method.

class MyThread extends Thread {

public void run() {

System.out.println("Important job running in MyThread");

}

}

But the overloaded method let say run(String s) will not be called implicitly and if called explicitly it wont haveits own stack. It will continue under the main() stack only.

* Using Runnable Interface:

class MyRunnable implements Runnable {

public void run() {

System.out.println("Important job running in MyRunnable");

}

}

* Instantiating a Runnable interface will be:

MyRunnable r = new MyRunnable();

Thread t = new Thread(r); //Passing r into Thread instance.

If you create a thread using the no-arg constructor, the thread will call its own run() method when it's time to start working. That's exactly what you want when you extend Thread, but when you use Runnable, you need to tell the new thread to use your run()method rather than its own.

You can pass a single Runnable instance to multiple Thread objects.

MyRunnable r = new MyRunnable();

Thread foo = new Thread(r);

Thread bar = new Thread(r);

Thread bat = new Thread(r); // Giving the same target to multiple threads means that several threads of execution will be running the very same job.

* When a thread has been instantiated but not started (in other words, the start() method has not been invoked on the Thread instance), the thread is said to be in the new state. At this stage, the thread is not yet considered to be alive. Once the start() method is called, the thread is considered to be alive (even though the run() method may not have actually started executing yet). A thread is considered dead (no longer alive) after the run() method completes. The isAlive() method is the best way to determine if a thread has been started but has not yet completed its run() method.
* After we give t.start();

The thread moves from the new state to the runnable state.

When the thread gets a chance to execute, its target run() method will run. i.e **Running** state.

* Once a thread has been started, it can never be started again. It will give compiler error. Only a new thread can be started, and then only once. A runnable thread or a dead thread cannot be restarted.
* The getld() method returns a positive, unique, long number, and that number will be that thread's only ID number for the thread's entire life.
* A thread can be only in one of five states
  + New This is the state the thread is in after the Thread instance has been created, but the start() method has not been invoked on the thread. Thread is NOT ALIVE.
  + Runnable This is the state a thread is in when it's eligible to run, but the scheduler has not selected it to be the running thread. BUT is ALIVE.
  + Running This is the state a thread is in when the thread scheduler selects it.
  + Waiting/blocked/sleeping This is the state a thread is in when it's not eligible to run. Okay, so this is really three states combined into one, but they all have one thing in common: the thread is still alive, but is currently not eligible to run. In other words, it is not runnable,
  + Dead A thread is considered dead when its run() method completes. It may still be a viable Thread object, but it is no longer a separate thread of execution. Once a thread is dead, it can never be brought back to life! If you invoke start() on a dead Thread instance, you'll get a runtime (not compiler) exception.
  + The sleep() method is a static method of class Thread. You use it in your code to "slow a thread down" by forcing it to go into a sleep mode before coming back to runnable (where it still has to beg to be the currently running thread). When a thread sleeps, it drifts off somewhere and doesn't return to runnable until it wakes up. you wrap calls to sleep() in a try/catch, as in the preceding code. ONLY THE CURRENT RUNNING THREAD GOES TO SLEEP.
  + **NOTE**: Just because a thread’s sleep() expires, and it wakes up, does not mean it will return to running! Remember, when a thread wakes up, it simply goes back to the runnable state. So the time specifi ed in sleep() is the minimum duration in which the thread won’t run, but it is not the exact duration in which the thread won’t run.
* If a thread enters the runnable state, and it has a higher priority than any of the threads in the pool and a higher priority than the currently running thread, the lower-priority running thread usually will be bumped back to runnable and the highest-priority thread will be chosen to run.

In most cases, the running thread will be of equal or greater priority than the highest priority threads in the pool.

FooRunnable r = new FooRunnable();

Thread t = new Thread(r);

t.setPriority(8);

t.start();

Thread.MIN\_PRIORITY (1) Thread.NORM\_PRIORITY (5) Thread.MAX\_PRIORITY (10) these 3 define the priority.

* What **yield**() is supposed to do is make the currently running thread head back to runnable to allow other threads of the same priority to get their turn. So the intention is to use yield() to promote graceful turn-taking among equal-priority threads.

A yield() won't ever cause a thread to go to the waiting/sleeping/ blocking state. At most, a yield() will cause a thread to go from running to runnable,

* The non-static **join**() method of class Thread lets one thread "join onto the end" of another thread. If you have a thread B that can't do its work until another thread A has completed its work, then you want thread B to "join" thread A. This means that thread B will not become runnable until A has finished.
* Thread t = new Thread(); t.start(); t.join();

The preceding code takes the currently running thread (if this were in the main() method, then that would be the main thread) and joins it to the end of the thread referenced by t. This blocks the current thread from becoming runnable until after the thread referenced by t is no longer alive. In other words, the code t.join() means "Join me (the current thread) to the end of t, so that t must finish before I (the current thread) can run again."

Synocronization:

* You can't guarantee that a single thread will stay running throughout the entire atomic operation. But you can guarantee that even if the thread running the atomic operation moves in and out of the running state, no other running thread will be able to act on the same data.
* Every object in Java has a built-in lock that only comes into play when the object has synchronized method code. When we enter a synchronized non-static method, we automatically acquire the lock associated with the current instance of the class whose code we're executing (the this instance). Acquiring a lock for an object is also known as getting the lock, or locking the object, locking on the object, or synchronizing on the object.
* Since there is only one lock per object, if one thread has picked up the lock, no other thread can pick up the lock until the first thread releases (or returns) the lock. This means no other thread can enter the synchronized code (which means it can't enter any synchronized method of that object) until the lock has been released. Typically, releasing a lock means the thread holding the lock (in other words, the thread currently in the synchronized method) exits the synchronized method. At that point, the lock is free until some other thread enters a synchronized method on that object.
* Only methods (or blocks) can be synchronized, not variables or classes.
* If a thread goes to sleep, it holds any locks it has—it doesn't release them.
* A thread can acquire more than one lock. For example, a thread can enter a synchronized method, thus acquiring a lock, and then immediately invoke a synchronized method on a different object, thus acquiring that lock as well. As the stack unwinds, locks are released again.
* You can synchronize a block of code rather than a method.

Eample:

synchronized(this) {

System.out.println("synchronized");

}

When you synchronize a method, the object used to invoke the method is the object whose lock must be acquired.

But when you synchronize a block of code, you specify which object's lock you want to use as the lock, ie sysnocronized(this)

* static methods can be synchronized. There is only one copy of the static data you're trying to protect, so you only need one lock per class to synchronize static methods—a lock for the whole class. There is such a lock; every class loaded in Java has a corresponding instance of java.lang.Class representing that class. It's that java.lang.Class instance whose lock is used to protect the static methods of the class (if they're synchronized).
* Example: syncronized(MyClass.class){ }
* Instead of initialising a class we can write:

Class cl = Class.forName("MyClass");

Or, (MyClass.class)

* Threads calling non-static synchronized methods in the same class will only block each other if they're invoked using the same instance. That's because they each lock on this instance, and if they're called using two different instances, they get two locks, which do not interfere with each other.
* Threads calling static synchronized methods in the same class will always block each other—they all lock on the same Class instance.
* A static synchronized method and a non-static synchronized method will not block each other, ever. The static method locks on a Class instance while the non-static method locks on the this instance—these actions do not interfere with each other at all.
* For synchronized blocks, you have to look at exactly what object has been used for locking. (What's inside the parentheses after the word synchronized?) Threads that synchronize on the same object will block each other. Threads that synchronize on different objects will not.

If you've got a static method accessing a non-static field, and you synchronize the method, you acquire a lock on the Class object. But what if there's another method that also accesses the non-static field, this time using a non-static method? It probably synchronizes on the current instance (this) instead. Remember that a static synchronized method and a non-static synchronized method will not block each other—they can run at the same time. Similarly, if you access a static field using a non-static method, two threads might invoke that method using two different this instances. Which means they won't block each other, because they use different locks. Which means two threads are simultaneously accessing the same static field—

*Access to static fields should be done from static synchronized methods. Access to non-static fields should be done from non-static synchronized methods.*

DeadLock:

* Deadlock occurs when two threads are blocked, with each waiting for the other's lock. Neither can run until the other gives up its lock, so they'll sit there forever.

Create two Objects of class. In one case put 1st inside second using synchronized and 2nd time put second into first.

public int read() {

synchronized(resourceA) { // May deadlock here

synchronized(resourceB) {

return resourceB.value + resourceA.value;

}

public void write(int a, int b) {

synchronized(resourceB) { // May deadlock here

synchronized(resourceA) {

resourceA.value = a;

resourceB.value = b;

}

* Code like this almost never results in deadlock because the CPU has to switch from the reader thread to the writer thread at a particular point in the code, and the chances of deadlock occurring are very small. The application may work fine 99.9 percent of the time.
* *wait(), notify(), and notifyAll()* must be called from within a synchronized context! A thread can't invoke a wait or notify method on an object unless it owns that object's lock.

*These methods comes from Object Class.*

1. class ThreadA {

2. public static void main(String [] args) {

3. ThreadB b = new ThreadB();

4. b.start();

5.

6.

synchronized(b) {

7. try {

8. System.out.println("Waiting for b to complete...");

9. b.wait();

10. } catch (InterruptedException e) {}

11. System.out.println("Total is: " + b.total);

12. }

13. }

14. }

15.

16. class ThreadB extends Thread {

17. int total;

18.

19. public void run() {

20. synchronized(this) {

21. for(int i=0;i

* This program contains two objects with threads: ThreadA contains the main thread and ThreadB has a thread that calculates the sum of all numbers from 0 through 99. As soon as line 4 calls the start() method, ThreadA will continue with the next line of code in its own class, which means it could get to line 11 before ThreadB has finished the calculation. To prevent this, we use the wait() method in line 9. Notice in line 6 the code synchronizes itself with the object b—this is because in order to call wait() on the object, ThreadA must own a lock on b. For a thread to call wait() or notify(), the thread has to be the owner of the lock for that object. When the thread waits, it temporarily releases the lock for other threads to use, but it will need it again to continue execution.
* synchronized(this) { notify(); }

This code notifies a single thread currently waiting on the this object. The lock can be acquired much earlier in the code, such as in the calling method. Note that if the thread calling wait() does not own the lock, it will throw an Exception.

* When the wait() method is invoked on an object, the thread executing that code gives up its lock on the object immediately. However, when notify() is called, that doesn’t mean the thread gives up its lock at that moment. If the thread is still completing synchronized code, the lock is not released until the thread moves out of synchronized code. So just because notify() is called doesn’t mean the lock becomes available at that moment.
* an object can have many threads waiting on it, and using notify() will affect only one of them. Which one, exactly, is not specified and depends on the JVM implementation, so you should never rely on a particular thread being notified in preference to another. Thats why always use NOTIFYALL();
* **The methods wait() , notify(), and notifyAll() are methods of only java.lang.Object, not of java.lang.Thread or java.lang.Runnable. Be sure you know which methods are defi ned in Thread, which in Object, and which in Runnable (just run(), so that’s an easy one). Of the key methods in Thread, be sure you know which are static— sleep() and yield(), and which are not static—join() and start().**

**Exception Handling:**

* ***It is illegal to use a*** try ***clause without either a*** catch ***clause or a*** finally ***clause. A*** try ***clause by itself will result in a compiler error. Any*** catch ***clauses must immediately follow the*** try ***block. Any*** finally ***clause must immediately follow the last*** catch ***clause (or it must immediately follow the*** try ***block if there is no*** catch***). It is legal to omit either the*** catch ***clause or the*** finally ***clause, but not both.***
* the call stack is the chain of methods that your program executes to get to the current method. If your program starts in method main() and main() calls method a(), which calls method b(), which in turn calls method c(), the call stack consists of the following:

c

b

a

main

* An exception is first thrown from the top of the stack (in other words, c ), and if it isn't caught by the same person or method(c) who threw it (method c), it drops down the call stack to the previous method b, which is the person standing on the deck one floor down. If not caught there, by the person one floor down, the exception/ball again drops down to the previous method (person on the next floor down), and so on until it is caught or until it reaches the very bottom of the call stack. This is called exception propagation.
* *You can throw the exception out of* main() *as well.*
* All exception classes are subtypes of class Exception. This class derives from the class Throwable (which derives from the class Object).
* When an exception is thrown, Java will try to find (by looking at the available catch clauses from the top down) a catch clause for the exception type. If it doesn't find one, it will search for a handler for a supertype of the exception. If it does not find a catch clause that matches a supertype for the exception, then the exception is propagated down the call stack. This process is called exception matching.
* The subclass exception should come first then the superclass. Example:
* ArrayIndexOutOfBound and StringIndexoutOfBound are subclass of IndexOutOfBound. So we should have our catch statement as:

Catch(ArrayIndexOutOfBoundException ae){}

Catch(IndexOutOfBoundException ie){} //If we reverse the order the class wont compile.

exception java.io. ArrayIndexOutOfBoundException has already been caught

* If one Exception class is not a subtype or supertype of the other, then the order in which

the catch clauses are placed doesn't matter. Same as above it doesn’t matter if we write arrayIndex exception or Stringindex first or vice versa.