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Remark 0.1. For matrices A and B, let A ® B denote their tensor product. Then for
matrices A, Ay, A1, B, By, B of appropriate dimensions, we have

(A @ B)+ (Ai®@B)=(Ag+ A,)®B
(A® By) + (A® By) = A® (By + B1)

and
(Ag ® By)(A; ® By) = (AgAr) ® (BoBy).

Note that for scalars a and b, we may identify ab = (a) ® (b), where (a) and (b) are
1 x 1-matrices.

For a linear representation (uyx, X, wyx) of a k-regular sequence z, we denote its right
vector-valued sequence by vx(n) = ?;é X(nj)wx if n = (ng_1...ng)x is the standard
binary expansion of n. In particular, we have x(n) = uyxvx(n) for all n > 0 and
vx(0) = wx.

Theorem A. Let x and y be k-regular sequences with linear representations (ux, X, wx)
and (uy,Y,wy), respectively. Then the convolution

s= (X a9,

0<j<n

of x and y is k-reqular with linear representation

<(ux<§>lby) P (wx<§>wy))

AO BO 0 A1 Bl 0
Z(O) - 0 Ak*l Bk*l y Z(l) - AO Bo O

0 Axo By 0 Ar1 Bp

satisfying



and

A, B, 0
Z(r)y=14,-1 B.—1 0 forallr > 2,
/4r—2 13r—2 0

with
A=) X)@Y(r—s), B= )Y (X(s5)@Y(k+r—s))

0<s<r r<s<k
forall0 <r < k.

Lemma 0.2. Suppose we are in the set-up of Theorem [Al Let vx and vy be the
right vector-valued sequences associated with the linear representations (uy, X, wyx) and
(uy, Y, wy), respectively, and define

V(n) = > vx(j) ®vy(n—j).

0<j<n
Then

= (W oulp'm)

Proof. We have

z(n) = OZ uxvx (fuyvy(n — j) = (ux ® uy) O<Z< (vx(j) ® vy (n — 7))
= (ux ® uy)v'(n)

which proves the lemma. O

Lemma 0.3. Suppose we are in the set-up of Theorem [Al The right vector-valued
sequence v’ of Lemma satisfies

V'(kn+r) = A (n) + Ba'(n—1)
for alln >0 and 0 < r < k with

A= > (X(s5)@Y(r—s), B,= > (X(s)@Y(k+r—5s))

0<s<r r<s<k

for all 0 < r < k and where v'(—1) = 0 because it is an empty sum.



Proof. For n > 0 and 0 < r < k, we obtain

Vikn+r)= Y wux(j) @uy(kn+r—j)

0<j<kn+r
— k‘zk vx (ki + s) @ vy (k(n —i) + 7 — s)
= > ux(ki+s) @vy(k(n—i)+r—s)
n Z x(ki+s)@vy(k(n—i—1)+k+7r—s)
r<s<k
— <Z< (X(S)Ux(i)) ® (Y(r — s)vy(n —1))
. > (X()ox(@) ® (k= s)oy(n—i = 1)
= O<Z:< (){j(s) RY(r— 8))0<Z< (vx (i) @ vy (n — 1))
+ Zk 5) @ Y( k+r—s>>0<; I(Ux(i)®UY(n_i_1>>
= ) (X(s)@Y(r—s)v'(n)+ Y (X(s)@Y(k+r—s)v(n—1).

]

Proposition 0.4. Let z = (u'v'(n))n>0 be a k-regular sequence with left vector v’ and
right vector-valued sequence v' satisfying

V'(kn+r) = A" (n) + Ba'(n —1)

for allm >0 and 0 < r < k with some matrices A, and B, for all0 <r < k.
Then z has a linear representation

with right vector-valued sequence vz(n) = (v'(n),v'(n —1),v'(n — 2))" and satisfying
/40 130 0 /41 131 0
Z0)=10 Ax1 Beai|, Z1)=|A By 0
0 Ap—o By 0 Ap-1 Bi
and

A, B, 0
Z(ry=A-1 By—1 0 for all r > 2.
14T72 Z31”72 0



Proof. The result is a straight-forward generalization (from scalar coefficients to our
matrix-valued coefficients A, and B,) of a special case of [2, Theorem A]. It can also be
easily verified by a direct computation. m

Proof of Theorem[Al The convolution z of the two k-regular sequences x and y is indeed
again k-regular; see [I, Theorem 3.1]. The linear representation follows by combining

Lemma [0.2] Lemma [0.3 and Proposition [0.4] O
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