srun -D /work\_bgfs/l/longdang/Distributed-Machine-Learning-with-Python/Chapter03 --nodes=1 --mem=8G --partition=simmons\_itn18 --qos=preempt\_short --gpus=2 --nodelist=mdc-1057-26-10 --time=01:00:00 --pty /bin/bash

python main.py --machines 2 --mid 0 --gpus 2 2> error\_0.out | tee out\_0.out

srun -D /work\_bgfs/l/longdang/Distributed-Machine-Learning-with-Python/Chapter03 --nodes=1 --mem=8G --partition=simmons\_itn18 --qos=preempt\_short --gpus=2 --nodelist=mdc-1057-26-9 --time=01:00:00 --pty /bin/bash

python main.py --machines 2 --mid 1 -g 2 2> error\_1.out | tee output\_1.out

mdc-1057-26-10:76407:76407 [0] NCCL INFO Using network IB

NCCL version 2.7.8+cuda10.2

Try higher NCCL version, different pytorch version

Cuda must be higher 10.2