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## Introduction section

The MovieLens dataset is a database with over 10 million ratings for over 10,000 movies by more than 72,000 users. The dataset includes the identification of the user and the movie, as well as the rating, genre, and the timestamp. No demographic information is included.

The goal of this project is to predict movie ratings. To do that, the dataset was classified into two: the train and validation set. The validation set is 10% of the original data and is not used in the construction of the model.

Due to the large size of the dataset, usual data wrangling (for example, the *lm* model) was not possible because of memory allocation. As the dataset is very sparse, we included regularization in the model.

The goal of this project is to predict movie ratings.

In this project, the aim is to create a model of movie rating with the movielens data provided. The challenge is to create the model with a RMSE < 0.86490.

First, Let’s download all the data sets, Libraries and packages. Then we will create a data partition of the movielens ratings, which 90 % of that partition will be the training set (edx) and 10 % of that partition will be the test set (Validation).

#############################################################  
# Create edx set, validation set, and submission file  
#############################################################  
# Note: this first code chunk was provided by the course  
# Note: this process could take a couple of minutes  
  
if(!require(tidyverse)) install.packages("tidyverse", repos = "http://cran.us.r-project.org")

## Loading required package: tidyverse

## -- Attaching packages --------------------------------------- tidyverse 1.3.0 --

## v ggplot2 3.3.3 v purrr 0.3.4  
## v tibble 3.0.6 v dplyr 1.0.4  
## v tidyr 1.1.2 v stringr 1.4.0  
## v readr 1.4.0 v forcats 0.5.1

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

if(!require(caret)) install.packages("caret", repos = "http://cran.us.r-project.org")

## Loading required package: caret

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

if(!require(data.table)) install.packages("data.table", repos = "http://cran.us.r-project.org")

## Loading required package: data.table

##   
## Attaching package: 'data.table'

## The following objects are masked from 'package:dplyr':  
##   
## between, first, last

## The following object is masked from 'package:purrr':  
##   
## transpose

# MovieLens 10M dataset:  
# https://grouplens.org/datasets/movielens/10m/  
# http://files.grouplens.org/datasets/movielens/ml-10m.zip  
  
dl <- tempfile()  
download.file("http://files.grouplens.org/datasets/movielens/ml-10m.zip", dl)  
  
  
ratings <- fread(text = gsub("::", "\t", readLines(unzip(dl, "ml-10M100K/ratings.dat"))),  
 col.names = c("userId", "movieId", "rating", "timestamp"))  
movies <- str\_split\_fixed(readLines(unzip(dl, "ml-10M100K/movies.dat")), "\\::", 3)  
colnames(movies) <- c("movieId", "title", "genres")  
  
# if using R 3.6 or earlier  
movies <- as.data.frame(movies) %>% mutate(movieId = as.numeric(levels(movieId))[movieId],  
 title = as.character(title),  
 genres = as.character(genres))  
# if using R 4.0 or later  
movies <- as.data.frame(movies) %>% mutate(movieId = as.numeric(movieId),  
 title = as.character(title),  
 genres = as.character(genres))  
  
movielens <- left\_join(ratings, movies, by = "movieId")  
  
### DATA PARTITION   
  
# Validation set will be 10% of MovieLens data  
  
set.seed(1, sample.kind="Rounding")

## Warning in set.seed(1, sample.kind = "Rounding"): non-uniform 'Rounding' sampler  
## used

# if using R 3.5 or earlier, use `set.seed(1)` instead  
test\_index <- createDataPartition(y = movielens$rating, times = 1, p = 0.1, list = FALSE)  
edx <- movielens[-test\_index,]  
temp <- movielens[test\_index,]  
  
# Make sure userId and movieId in validation set are also in edx set  
validation <- temp %>%   
 semi\_join(edx, by = "movieId") %>%  
 semi\_join(edx, by = "userId")  
  
# Add rows removed from validation set back into edx set  
removed <- anti\_join(temp, validation)

## Joining, by = c("userId", "movieId", "rating", "timestamp", "title", "genres")

edx <- rbind(edx, removed)  
  
# Clean up memory by deleting unsused objects and performing a garbage collection  
rm(dl, ratings, movies, test\_index, temp, movielens, removed)  
gc()

## used (Mb) gc trigger (Mb) max used (Mb)  
## Ncells 2346304 125.4 15160933 809.7 22280564 1190.0  
## Vcells 74233774 566.4 222295398 1696.0 208939749 1594.1

DATA ANALYSIS AND EXPLORATION

let’s have a quick overview of the data , here we looking at all the variables to identify key variable for our model prediction.

dim(edx)

## [1] 9000055 6

head(edx)

## userId movieId rating timestamp title genres  
## 1: 1 122 5 838985046 <NA> <NA>  
## 2: 1 185 5 838983525 <NA> <NA>  
## 3: 1 292 5 838983421 <NA> <NA>  
## 4: 1 316 5 838983392 <NA> <NA>  
## 5: 1 329 5 838983392 <NA> <NA>  
## 6: 1 355 5 838984474 <NA> <NA>

## Analysis section

As explained before, due to the size of the dataset, modeling the data using a function like *lm* is not appropriate. Now Let’s count all the movies in the data set and have an overview and tendencies.

# let's group all movies by movieID   
edx\_movies <- edx %>%  
 group\_by(movieId) %>%  
 summarize(count = n()) %>%  
 arrange(desc(count))  
# let's have an overview distribution of movies in the data set  
summary(edx\_movies$count)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.0 30.0 122.0 842.9 565.0 31362.0

Here we can see that one movie was rated 31362 times. Also 122 movies represent half of the ratings Movies was rated 842.9 in averages

Now, let’s visualize the ratings distribution in the data set and also the movie rating distribution per year.

# ratings Distribution  
ggplot(data = edx, aes(x = rating)) +  
 geom\_bar() +   
 labs(title = "Ratings Distribution", x = "Rating", y = "Number of ratings")

![](data:image/png;base64,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)

# Movie Ratings distribution per year   
movies\_year <- edx %>%  
 transform(timestamp = format(as.POSIXlt(timestamp, origin = "1970-01-01"), "%Y")) %>%  
 select(timestamp, movieId) %>%  
 group\_by(timestamp) %>%  
 summarise(count = n\_distinct(movieId))  
ggplot(data = movies\_year, aes(x = timestamp, y = count)) +  
 geom\_bar(stat = "identity") +   
 labs(title = "Movies Ratings distribution per year", x = "Year", y = "Number of ratings")
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-FINDING THE MODEL We are starting with a model , assuming that all movies in the trainig set have equal ratings. Then the formula for that model will be : Ymu,i= u + ϵ u,i Here u represent the average rating for all movies and users in edx , and ϵ represent all errors (in this model we are minimizing ϵ). Now we can compute the average ratings on edx (u), test it into the validation set and predict the RMSE.

# we calculate the overall average rating on the training dataset  
u <- mean(edx$rating)  
# Here is the formula of RMSE  
RMSE <- function(true\_ratings = NULL, predicted\_ratings = NULL) {  
 sqrt(mean((true\_ratings - predicted\_ratings)^2))  
}  
# Calculate RMSE using validation ratings  
   
 RMSE(validation$rating, u)

## [1] 1.061202

This model give us a RMSE of 1.06.

MOVIE EFFECT

WE can Optimize our model by including the movie effect. lets call bi the average rating of movie i. To calculate the new model we can use the formula : Yu, i = u + bi + ϵui if rearange the formula and isolate bi we will have : bi = Yu,i - u. This means we can calculate bi by substracting the overall average of each movie rating with the overall average rating of all movies.

# caluclate b\_i for each movie and let's compare it with the overall average u on training dataset  
b\_i <- edx %>%  
 group\_by(movieId) %>%  
 summarize(b\_i = mean(rating - u))  
# Lets add b\_i into the validaation set and lets predict all unknown ratings with u and b\_i  
predicted\_ratings <- validation %>%   
 left\_join(b\_i, by='movieId') %>%  
 mutate(pred = u + b\_i) %>%  
 pull(pred)  
# calculate RMSE of movie ranking effect  
RMSE(validation$rating, predicted\_ratings) # 0.94 still not good enough

## [1] 0.9439087

# plot the distribution of b\_i's  
qplot(b\_i, data = b\_i, bins = 15, color = I("black"))
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Besides the movie effect, we also assume that some users rate movies higher than others, so the next model considers both the movie and the user effect. We estimate the user effect as the average of the ratings per user.

MOVIE EFFECT AND USER EFFECT

We can include the user effect (bu) into the model to optimize it. Yu, i = μ + bi + bu + ϵμ, i we can then compute bu based on the formula above

# lets train the model with movie effect (b\_i) and users effect (b\_u)  
# let's find b\_u  
b\_u <- edx %>%   
 left\_join(b\_i, by='movieId') %>%  
 group\_by(userId) %>%  
 summarize(b\_u = mean(rating - u - b\_i))  
# predict new ratings with movie and user bias  
predicted\_ratings <- validation %>%   
 left\_join(b\_i, by='movieId') %>%  
 left\_join(b\_u, by='userId') %>%  
 mutate(pred = u + b\_i + b\_u) %>%  
 pull(pred)  
# calculate RMSE of movie ranking effect  
RMSE(predicted\_ratings, validation$rating) # 0.8653488 we getting close

## [1] 0.8653488

LETS TRAIN THE MODEL WITH THE BEST REGULARIZATION FACTOR LAMBDA

# lets optimized movie and user effect method with the best regularization factor (lamba)  
   
 # let's determine the best lambda from a sequence  
   
 lambdas <- seq(from=0, to=10, by=0.25 )  
   
 # output RMSE of each lambda, repeat earlier steps (with regularization)  
   
 rmses <- sapply (lambdas, function(l) {  
   
 # calculate average rating across training data  
 u <- mean(edx$rating)  
   
 # compute regularized movie bias term  
 b\_i <- edx %>%   
 group\_by(movieId) %>%  
 summarize(b\_i = sum(rating - u)/(n()+l))  
   
 # compute regularize user bias term  
 b\_u <- edx %>%   
 left\_join(b\_i, by="movieId") %>%  
 group\_by(userId) %>%  
 summarize(b\_u = sum(rating - b\_i - u)/(n()+l))  
   
 # compute predictions on validation set based on these above terms  
 predicted\_ratings <- validation %>%   
 left\_join(b\_i, by = "movieId") %>%  
 left\_join(b\_u, by = "userId") %>%  
 mutate(pred = u + b\_i + b\_u) %>%  
 pull(pred)  
 # output RMSE of these predictions  
 return(RMSE(predicted\_ratings, validation$rating))  
 })  
 # quick plot of RMSE vs lambdas  
 qplot(lambdas,rmses)
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# print minimum RMSE   
 min(rmses)

## [1] 0.864817

## Results section

Final model with the best fitted lambda

lam <- lambdas[which.min(rmses)]  
   
 b\_i <- edx %>%   
 group\_by(movieId) %>%  
 summarize(b\_i = sum(rating - u)/(n()+lam))  
 # compute regularize user bias term  
 b\_u <- edx %>%   
 left\_join(b\_i, by="movieId") %>%  
 group\_by(userId) %>%  
 summarize(b\_u = sum(rating - b\_i - u)/(n()+lam))  
   
 # compute predictions on validation set based on these above terms  
 predicted\_ratings <- validation %>%   
 left\_join(b\_i, by = "movieId") %>%  
 left\_join(b\_u, by = "userId") %>%  
 mutate(pred = u + b\_i + b\_u) %>%  
 pull(pred)  
   
 # Let's find the RMSE based on the above terms  
 RMSE(predicted\_ratings, validation$rating)

## [1] 0.864817

## Conclusion section

This project’s goal was to predict movie ratings from a database with over 10 million evaluations. To do that, we considered the impact of movies, users and genres to the ratings. We divided the dataset into train and validation to avoid redundancy.

As the dataset was large, usual data wrangling was not possible in most computers due to memory allocation.

It would have been interesting to have more information about the users (e.g. age and gender) and the movies (e.g. actors, director and language) to try to improve the model.