Section 1:

A) For fitting a multiple linear regression model to predict murder rate based on the other variables, we can use

ymurder.rate= beta0 + betapoverty\*xpoverty + betahigh.school\*xhigh.school + betacollege\*xcollege + betasingle.parent\*xsingle.parent + betaunemployed\*xunemployed + betametropolitan\*xmetropolitan + gammaregionNortheast\*zregionNortheast + gammaregionSouth\*zregionSouth + gammaregionWest\*zregionWest

zregionNortheast =1 when region =Northeast,

zregionSouth= 1 when region = South,

zregionWest=1, when region = West

zregionNorthCentral =1, when region = North Central and gammaregionNortheast=0, gammaregionSouth=0 , gammaregionWest =0.

We can use,

fit1=lm(murder.rate ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

in R.

We can perform model diagnostic to check our assumption about the residuals by plotting a residual plot to check whether errors have mean 0 and constant variance.

# residual plot

plot(fitted(fit1), resid(fit1))

abline(h = 0)

plot(fitted(fit1), abs(resid(fit1)))
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We see from the plot that the mean is centered at zero, does not have any trend and vertical scatter is constant. Hence, we can conclude that the fitted model is a good representation as it satisfies the assumption that mean is 0 and variance is constant.

We should check if the errors are normally distributed, which is our another assumption. We can check for it by plotting the qqplot for the residuals of fit1.

# QQ plot

qqnorm(resid(fit1))

qqline(resid(fit1))

![Rplot3.png](data:image/png;base64,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)

We see from the plot that the points approximately lie in a line in a qqplot. Hence the normality assumption of the residuals is satisfied.

We need to check if the errors are independent by plotting a time series plot.

# Time Series Plot

plot(resid(fit1),type='l')

abline(h=0)
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From the plot, we can conclude that there is no major trend in the residuals.

Hence, since all the assumptions hold, the model is reasonable with respect to the standard assumptions for linear models and there is no need of transformation.

b) We can remove one variable at a time and check if the variable removed is a valid predictor by using summary and ANOVA.

summary(fit1)

Call:

lm(formula = murder.rate ~ poverty + high.school + college +

single.parent + unemployed + metropolitan + region)

Residuals:

Min 1Q Median 3Q Max

-3.1861 -0.8706 -0.0709 0.8935 3.3049

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 1.15569 11.06682 0.104 0.917352

poverty 0.07124 0.12615 0.565 0.575397

high.school -0.12534 0.11815 -1.061 0.295116

college 0.08368 0.08238 1.016 0.315857

single.parent 0.38015 0.10559 3.600 0.000867 \*\*\*

unemployed 0.29521 0.33119 0.891 0.378059

metropolitan 0.03095 0.01536 2.015 0.050607 .

regionNortheast -2.57007 0.76665 -3.352 0.001761 \*\*

regionSouth -0.12303 0.77605 -0.159 0.874832

regionWest -0.83460 0.76033 -1.098 0.278904

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 1.549 on 40 degrees of freedom

Multiple R-squared: 0.6891, Adjusted R-squared: 0.6192

F-statistic: 9.851 on 9 and 40 DF, p-value: 9.287e-08

From here, we single.parent and region seems valid predictor as there Pr(>|t|)<.05, and for metropolitan it is .050607, so we should do further analysis to get a concrete result, we can use anove(fittedModelWithoutMetropolitan, fittedModelWithMetropolitan) to further test it. Its shown in R code.

If we remove poverty or high.school or college or unemployed and compare the model which contain those parameters respectively, we find that the Pr(>F) is greater than .05 in each case, hence we can remove those predictors.

While if we remove single.parent or metropolitan or region and compare the model which contains those parameters respectively, we find that the Pr(>F) is less than .05 in each case, hence we cannot remove those predictors and our model should have them.

From fit1 which contains all the predictors, we remove poverty, high.school, college and unemployed as they are not good predictors of murder.rate given the predictors single.parent, metropolitan and region, we obtain fit9.

The reduced model that we obtain is:

(ymurder.rate= beta0 + betasingle.parent\*xsingle.parent + betametropolitan\*xmetropolitan + gammaregionNortheast\*zregionNortheast + gammaregionSouth\*zregionSouth + gammaregionWest\*zregionWest )

zregionNortheast =1 when region =Northeast,

zregionSouth= 1 when region = South,

zregionWest=1, when region = West

zregionNorthCentral =1, when region = North Central and gammaregionNortheast=0, gammaregionSouth=0 , gammaregionWest =0.

We can use,

fit9=lm(murder.rate ~ single.parent+metropolitan+region)

in R.

Summary(fit9)

# Call:

# lm(formula = murder.rate ~ single.parent + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.9730 -1.0828 0.1990 0.9294 3.7955

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -8.44469 2.01034 -4.201 0.000128 \*\*\*

# single.parent 0.47472 0.08973 5.291 3.67e-06 \*\*\*

# metropolitan 0.03627 0.01122 3.234 0.002317 \*\*

# regionNortheast -2.29258 0.71334 -3.214 0.002453 \*\*

# regionSouth 0.51237 0.68052 0.753 0.455510

# regionWest -0.24384 0.62687 -0.389 0.699165

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.562 on 44 degrees of freedom

# Multiple R-squared: 0.6522, Adjusted R-squared: 0.6127

# F-statistic: 16.5 on 5 and 44 DF, p-value: 3.731e-09

From the summary of the reduced model, we see that estimate of beta0=-8.44469 and Pr(>|t|)=0.000128 < .05 , the pvalue for the null hypothesis that beta0=0 and alternative beta0!=0 assuming all other predictors are present. Since pvalue < .05, hence, we reject the null hypothesis and accept the alternative hypothesis.

We see that for single parent, estimate is 0.47472 and Pr(>|t|)=5.291 3.67e-06 < .05 , the pvalue for the null hypothesis that betasingle.parent=0 and alternative betasingle.parent!=0 assuming all other predictors are present. Since pvalue < .05, hence, we reject the null hypothesis and accept the alternative hypothesis. Hence, single.parent is a valid predictor of murder.rate given all other predictors.

We see that for metropolitan, estimate is 0.03627 and Pr(>|t|)=0.002317 < .05 , the pvalue for the null hypothesis that betametropolitan=0 and alternative betametropolitan!=0 assuming all other predictors are present. Since pvalue < .05, hence, we reject the null hypothesis and accept the alternative hypothesis. Hence, metropolitan is a valid predictor of murder.rate given all other predictors.

We see that for gammaregionNorthEast, estimate is -2.29258 and Pr(>|t|)=0.002453 < .05 , the pvalue for the null hypothesis that gammaregionNorthEast=0 and alternative gammaregionNorthEast!=0 assuming all other predictors are present. Since pvalue < .05, hence, we reject the null hypothesis and accept the alternative hypothesis.

We see that for gammaregionSouth, estimate is 0.51237 and Pr(>|t|)=0.455510 >.05 , for the null hypothesis that gammaregionSouth =0 and alternative gammaregionSouth!=0 assuming all other predictors are present.

We see that for gammaregionWest, estimate is -0.24384 and Pr(>|t|)=0.699165 >.05 , for the null hypothesis that gammaregionWest =0 and alternative gammaregionWest!=0 assuming all other predictors are present.

The R squared values of this model is 0.6522 where as R square value for fit1 with all the parameters is 0.6891. We know that fit1 has more predictors than fit9, so the r quare value of fit1 is more than fit9, which we are getting here.

Now, we can fit a model without region to test for the importance of region.

fit11=update(fit9,.~.-region)

summary(fit11)

Call:

lm(formula = murder.rate ~ single.parent + metropolitan)

Residuals:

Min 1Q Median 3Q Max

-3.359 -1.208 0.192 1.271 4.340

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) -9.40288 2.03250 -4.626 2.94e-05 \*\*\*

single.parent 0.52965 0.08574 6.178 1.45e-07 \*\*\*

metropolitan 0.02718 0.01267 2.145 0.0371 \*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 1.8 on 47 degrees of freedom

Multiple R-squared: 0.507, Adjusted R-squared: 0.486

F-statistic: 24.17 on 2 and 47 DF, p-value: 6.046e-08

> anova(fit11,fit9)

Analysis of Variance Table

Model 1: murder.rate ~ single.parent + metropolitan

Model 2: murder.rate ~ single.parent + metropolitan + region

Res.Df RSS Df Sum of Sq F Pr(>F)

1 47 152.21

2 44 107.39 3 44.824 6.122 0.001425 \*\*

---

Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

# Since, pr(>F)= 0.001425, so we can reject the null hypothesis that is beta(regionNortheast)=0 and beta(regionSouth)=0 beta(metropolitan)=0

# From comparing models fit9 and fit11 we conclude that region is an important predictor

# fit9 is better fit than fit11, so we will proceed with fit9

# We found that fit9 is the best reduced model

Performing a statistical test that compares the full model to the reduced model by using anove(reducedmodel, fullmodel)

> anova(fit9,fit1)

Analysis of Variance Table

Model 1: murder.rate ~ single.parent + metropolitan + region

Model 2: murder.rate ~ poverty + high.school + college + single.parent +

unemployed + metropolitan + region

Res.Df RSS Df Sum of Sq F Pr(>F)

1 44 107.387

2 40 95.991 4 11.396 1.1872 0.3312

Here the null hypothesis is betapoverty=betahigh.school=betacollege=betaunemployed=0(all the extra predictor betas are zero) and the alternative hypothesis is alteast one of the extra predictor beta is not zero given that we have all the other predictors.

The Pr(>F) for this hypothesis is 0.331 . From this we accept the null hypothesis that betapoverty=betahigh.school=betacollege=betaunemployed=0. Hence, our reduced model is good enough and none of the extra predictors are important.

c) From fit9, we get the values of the beta and gamma parameters.

summary(fit9)

beta0=-8.44469

betasingle.parent= 0.47472

betametropolitan = 0.03627

gammaregionNortheast=-2.29258

gammaregionSouth= 0.51237

gammaregionWest=-0.24384

xsingle.parent= mean(single.parent)

xmetropolitan=mean(metropolitan)

summary(region)

#From here, we see that South has the max occurence that is 16

zregionNortheast=0

zregionSouth=1

zregionWest=0

zregionNorthCental =0

# Now, we predict the murder.rate according to the parameters set above

y=beta0+betasingle.parent\*xsingle.parent+betametropolitan\*xmetropolitan+gammaregionNortheast\*zregionNortheast+gammaregionSouth\*zregionSouth+gammaregionWest\*zregionWest

and get

y=-8.44469+0.47472\*22.97+0.03627\*67.726+(-2.29258)\*0+0.51237\*1+(-0.24384)\*0

y=5.42842

Hence the predicted value of murder rate is 5.42842.

Section 2:

data=read.csv(file="crime.csv")

str(data)

# 'data.frame': 50 obs. of 9 variables:

# $ state : Factor w/ 50 levels "Alabama","Alaska",..: 1 2 3 4 5 6 7 8 9 10 ...

# $ murder.rate : num 7.4 4.3 7 6.3 6.1 3.1 2.9 3.2 5.6 8 ...

# $ poverty : num 14.7 8.4 13.5 15.8 14 8.5 7.7 9.9 12 12.5 ...

# $ high.school : num 77.5 90.4 85.1 81.7 81.2 89.7 88.2 86.1 84 82.6 ...

# $ college : num 20.4 28.1 24.6 18.4 27.5 34.6 31.6 24 22.8 23.1 ...

# $ single.parent: num 26 23.2 23.5 24.7 21.8 20.8 22.9 25.6 26.5 25.5 ...

# $ unemployed : num 4.6 6.6 3.9 4.4 4.9 2.7 2.3 4 3.6 3.7 ...

# $ metropolitan : num 70.2 41.6 87.9 49 96.7 84 95.6 81.4 93 69.1 ...

# $ region : Factor w/ 4 levels "North Central",..: 3 4 4 3 4 4 2 3 3 3 ...

# Attach the dataset in R's memory so that we can

# directly use the names of the variables

attach(data)

# Look at distribution of some predictors

table(poverty)

# poverty

# 7.3 7.6 7.7 7.9 8.1 8.3 8.4 8.5 9 9.4 9.5 9.8 9.9 10.1 10.2 10.3 10.5 10.6

# 1 1 1 2 3 1 1 1 1 1 1 3 1 1 3 1 2 1

# 10.7 11.1 12 12.5 12.8 12.9 13.2 13.3 13.4 13.5 14 14.1 14.7 14.9 15.5 15.8 16 18.5

# 1 2 2 2 1 1 1 1 1 1 1 1 2 1 1 2 1 1

# 19.3

# 1

table(high.school)

#high.school

# 77.1 77.5 78.7 79.2 79.9 80.3 80.8 81.2 81.3 81.7 82.2 82.5 82.6 82.8 83 84 84.6 85.1

# 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2

# 85.5 85.7 86.1 86.2 86.6 86.7 87 87.3 87.4 88.1 88.2 89.3 89.6 89.7 90 90.4 90.7 90.8

# 2 2 2 2 2 1 1 1 1 3 1 1 1 2 2 2 1 1

# 91.8

# 2

table(college)

# college

# 15.3 17.1 18.4 18.7 19 19.3 20 20.4 20.5 20.6 22 22.5 22.6 22.8 23 23.1 23.2 23.6

# 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1

# 23.8 23.9 24 24.1 24.3 24.6 25.5 25.7 26.2 26.3 26.4 27.1 27.2 27.3 27.5 28.1 28.6 28.7

# 2 1 1 1 1 3 1 1 1 1 2 1 1 1 1 1 1 1

# 28.8 30.1 31.2 31.6 31.9 32.3 32.7 34.6

# 1 2 1 1 1 1 1 1

table(single.parent)

# single.parent

# 13.6 17.7 19.1 19.6 19.8 20 20.2 20.7 20.8 21.4 21.5 21.7 21.8 21.9 22.1 22.2 22.3 22.5

# 1 1 2 2 1 1 2 1 2 1 1 1 1 1 1 1 1 2

# 22.8 22.9 23.2 23.5 23.7 24.2 24.3 24.5 24.6 24.7 25.5 25.6 26 26.5 26.6 27.1 27.4 27.9

# 3 1 2 2 1 1 2 2 1 1 1 1 2 1 1 1 1 1

# 29.3 30

# 1 1

table(unemployed)

# unemployed

# 2.2 2.3 2.6 2.7 2.8 2.9 3 3.2 3.3 3.5 3.6 3.7 3.8 3.9 4 4.1 4.2 4.3 4.4 4.6 4.9 5.2 5.5

# 1 2 2 1 1 1 3 2 1 3 3 2 1 5 1 4 2 1 2 2 5 1 2

# 5.7 6.6

# 1 1

table(metropolitan)

# metropolitan

# 27.9 29.6 33.4 34.5 36.2 36.3 38.6 41.6 41.9 43.4 44.9 48.4 49 52.2 56.8 57 60.3 60.6

# 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

# 67.2 67.8 67.9 68 69.1 70.2 70.3 71.8 72.8 72.9 75.2 76.4 78.2 80.9 81.4 82.5 83 84

# 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1

# 84.5 84.6 86.6 87.9 91.9 92.1 92.7 93 93.8 95.6 96.7 100

# 2 1 1 1 1 1 1 1 1 1 1 1

table(region)

# region

# North Central Northeast South West

# 12 9 16 13

#Fitting a multiple linear regression model to predict murder rate based on the other variables.

fit1 <- lm(murder.rate ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

summary(fit1)

# Call:

# lm(formula = murder.rate ~ poverty + high.school + college +

# single.parent + unemployed + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.1861 -0.8706 -0.0709 0.8935 3.3049

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) 1.15569 11.06682 0.104 0.917352

# poverty 0.07124 0.12615 0.565 0.575397

# high.school -0.12534 0.11815 -1.061 0.295116

# college 0.08368 0.08238 1.016 0.315857

# single.parent 0.38015 0.10559 3.600 0.000867 \*\*\*

# unemployed 0.29521 0.33119 0.891 0.378059

# metropolitan 0.03095 0.01536 2.015 0.050607 .

# regionNortheast -2.57007 0.76665 -3.352 0.001761 \*\*

# regionSouth -0.12303 0.77605 -0.159 0.874832

# regionWest -0.83460 0.76033 -1.098 0.278904

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.549 on 40 degrees of freedom

# Multiple R-squared: 0.6891, Adjusted R-squared: 0.6192

# F-statistic: 9.851 on 9 and 40 DF, p-value: 9.287e-08

# Perform model diagnostics on fit1

# residual plot

plot(fitted(fit1), resid(fit1))

abline(h = 0)

plot(fitted(fit1), abs(resid(fit1)))

# This plot has is centered on zero, does not have any trend, vertical scatter is constant

# QQ plot

qqnorm(resid(fit1))

qqline(resid(fit1))

# Even normality for the residuals seems ok

# Time Series Plot

plot(resid(fit1),type='l')

abline(h=0)

# we can think that consider is no major trend in it

# or we can we plot directly to get the graphs for model diagnostic

#fit1 seems good but lets check if we can get a better model by changing the response to the funtions of response

fit2 <- lm(sqrt(murder.rate) ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

plot(fit2)

fit3 <- lm(log(murder.rate) ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

plot(fit3)

fit4 <- lm((murder.rate)^(1/3) ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

plot(fit4)

# fit1 seems reasonable, so we will continue with it

fit5<-update(fit1,.~.-poverty)

summary(fit5)

# Call:

# lm(formula = murder.rate ~ high.school + college + single.parent +

# unemployed + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.2309 -0.8284 -0.0797 0.8744 3.5847

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) 4.56763 9.19493 0.497 0.62201

# high.school -0.15851 0.10167 -1.559 0.12664

# college 0.08459 0.08168 1.036 0.30647

# single.parent 0.39380 0.10193 3.863 0.00039 \*\*\*

# unemployed 0.32348 0.32465 0.996 0.32490

# metropolitan 0.02759 0.01404 1.965 0.05619 .

# regionNortheast -2.60060 0.75837 -3.429 0.00139 \*\*

# regionSouth -0.13982 0.76901 -0.182 0.85662

# regionWest -0.71785 0.72558 -0.989 0.32830

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.536 on 41 degrees of freedom

# Multiple R-squared: 0.6866, Adjusted R-squared: 0.6255

# F-statistic: 11.23 on 8 and 41 DF, p-value: 3.054e-08

anova(fit5,fit1)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ high.school + college + single.parent + unemployed +

# metropolitan + region

# Model 2: murder.rate ~ poverty + high.school + college + single.parent +

# unemployed + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 41 96.756

# 2 40 95.991 1 0.76539 0.3189 0.5754

# Since, pr(>F)=0.5754, so we can accept the null hypothesis that is beta(poverty)=0

# From comparing models fit1 and fit5 we conclude that poverty is not an important predictor

fit6=update(fit5,.~.-high.school)

summary(fit6)

# Call:

# lm(formula = sqrt(murder.rate) ~ college + single.parent + unemployed +

# metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -0.90199 -0.21037 0.08288 0.23799 0.74647

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -1.251074 0.672428 -1.861 0.069821 .

# college 0.001754 0.016467 0.107 0.915685

# single.parent 0.094608 0.024276 3.897 0.000344 \*\*\*

# unemployed 0.110446 0.075305 1.467 0.149919

# metropolitan 0.011390 0.002966 3.840 0.000408 \*\*\*

# regionNortheast -0.547321 0.175905 -3.111 0.003342 \*\*

# regionSouth 0.108901 0.162006 0.672 0.505135

# regionWest -0.175691 0.173551 -1.012 0.317178

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 0.3681 on 42 degrees of freedom

# Multiple R-squared: 0.6875, Adjusted R-squared: 0.6354

# F-statistic: 13.2 on 7 and 42 DF, p-value: 7.545e-09

anova(fit6,fit5)

# Analysis of Variance Table

#

# Model 1: sqrt(murder.rate) ~ college + single.parent + unemployed + metropolitan +

# region

# Model 2: sqrt(murder.rate) ~ high.school + college + single.parent + unemployed +

# metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 42 5.6919

# 2 41 5.4301 1 0.26184 1.977 0.1672

# Since, pr(>F)=.1672, so we can accept the null hypothesis that is beta(high.school)=0

# From comparing models fit5 and fit6 we conclude that high.schoot is not an important predictor

fit7=update(fit6,.~.-college)

summary(fit7)

# Call:

# lm(formula = sqrt(murder.rate) ~ single.parent + unemployed +

# metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -0.90131 -0.21168 0.08137 0.23721 0.75168

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -1.200354 0.469264 -2.558 0.014136 \*

# single.parent 0.094198 0.023692 3.976 0.000264 \*\*\*

# unemployed 0.108451 0.072096 1.504 0.139823

# metropolitan 0.011524 0.002655 4.340 8.48e-05 \*\*\*

# regionNortheast -0.541843 0.166273 -3.259 0.002190 \*\*

# regionSouth 0.107161 0.159316 0.673 0.504782

# regionWest -0.172973 0.169680 -1.019 0.313712

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 0.3639 on 43 degrees of freedom

# Multiple R-squared: 0.6874, Adjusted R-squared: 0.6438

# F-statistic: 15.76 on 6 and 43 DF, p-value: 1.802e-09

anova(fit7,fit6)

# Analysis of Variance Table

#

# Model 1: sqrt(murder.rate) ~ single.parent + unemployed + metropolitan +

# region

# Model 2: sqrt(murder.rate) ~ college + single.parent + unemployed + metropolitan +

# region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 43 5.6935

# 2 42 5.6919 1 0.0015374 0.0113 0.9157

# Since, pr(>F)=.9157, so we can accept the null hypothesis that is beta(college)=0

# From comparing models fit6 and fit7 we conclude that college is not an important predictor

fit8=update(fit7,.~.-single.parent)

summary(fit8)

# Call:

# lm(formula = sqrt(murder.rate) ~ unemployed + metropolitan +

# region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -0.91291 -0.26009 0.03284 0.25860 0.86168

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) 0.236491 0.346069 0.683 0.49796

# unemployed 0.243476 0.073523 3.312 0.00186 \*\*

# metropolitan 0.013779 0.002999 4.595 3.63e-05 \*\*\*

# regionNortheast -0.431584 0.189534 -2.277 0.02770 \*

# regionSouth 0.341092 0.171163 1.993 0.05251 .

# regionWest -0.356332 0.188781 -1.888 0.06569 .

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 0.4207 on 44 degrees of freedom

# Multiple R-squared: 0.5725, Adjusted R-squared: 0.5239

# F-statistic: 11.79 on 5 and 44 DF, p-value: 2.909e-07

anova(fit8,fit7)

# Analysis of Variance Table

#

# Model 1: sqrt(murder.rate) ~ unemployed + metropolitan + region

# Model 2: sqrt(murder.rate) ~ single.parent + unemployed + metropolitan +

# region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 44 7.7865

# 2 43 5.6935 1 2.093 15.808 0.0002639 \*\*\*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

# Since, pr(>F)=.0002639, so we can reject the null hypothesis that is beta(single.parent)=0

# From comparing models fit7 and fit8 we conclude that single.parent is an important predictor

# fit7 is better fit than fit8, so we will proceed with fit7

fit9=update(fit7,.~.-unemployed)

summary(fit9)

# Call:

# lm(formula = sqrt(murder.rate) ~ single.parent + metropolitan +

# region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -0.9096 -0.2497 0.1082 0.2438 0.8081

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -1.153911 0.474919 -2.430 0.019261 \*

# single.parent 0.110986 0.021197 5.236 4.41e-06 \*\*\*

# metropolitan 0.010808 0.002649 4.079 0.000187 \*\*\*

# regionNortheast -0.551415 0.168519 -3.272 0.002081 \*\*

# regionSouth 0.131299 0.160764 0.817 0.418489

# regionWest -0.042938 0.148090 -0.290 0.773218

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 0.3691 on 44 degrees of freedom

# Multiple R-squared: 0.671, Adjusted R-squared: 0.6336

# F-statistic: 17.95 on 5 and 44 DF, p-value: 1.145e-09

anova(fit9,fit7)

# Analysis of Variance Table

#

# Model 1: sqrt(murder.rate) ~ single.parent + metropolitan + region

# Model 2: sqrt(murder.rate) ~ single.parent + unemployed + metropolitan +

# region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 44 5.9931

# 2 43 5.6935 1 0.29961 2.2628 0.1398

# Since, pr(>F)=0.1398, so we can accept the null hypothesis that is beta(unemployed)=0

# From comparing models fit7 and fit9 we conclude that unemployed is not an important predictor

# fit9 is better fit than fit7, so we will proceed with fit9

fit10=update(fit9,.~.-metropolitan)

summary(fit10)

# Call:

# lm(formula = sqrt(murder.rate) ~ single.parent + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -0.86604 -0.29396 0.04925 0.29836 0.75719

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -0.749134 0.539150 -1.389 0.1715

# single.parent 0.123858 0.024333 5.090 6.81e-06 \*\*\*

# regionNortheast -0.434576 0.192781 -2.254 0.0291 \*

# regionSouth 0.134924 0.186623 0.723 0.4734

# regionWest -0.006839 0.171605 -0.040 0.9684

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 0.4284 on 45 degrees of freedom

# Multiple R-squared: 0.5465, Adjusted R-squared: 0.5062

# F-statistic: 13.56 on 4 and 45 DF, p-value: 2.489e-07

anova(fit10,fit9)

# Analysis of Variance Table

#

# Model 1: sqrt(murder.rate) ~ single.parent + region

# Model 2: sqrt(murder.rate) ~ single.parent + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 45 8.2599

# 2 44 5.9931 1 2.2668 16.642 0.0001867 \*\*\*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

# Since, pr(>F)=0.0001867, so we can reject the null hypothesis that is beta(metropolitan)=0

# From comparing models fit9 and fit10 we conclude that metropolitan is an important predictor

# fit9 is better fit than fit10, so we will proceed with fit9

fit11=update(fit9,.~.-region)

summary(fit11)

# Call:

# lm(formula = sqrt(murder.rate) ~ single.parent + metropolitan)

#

# Residuals:

# Min 1Q Median 3Q Max

# -0.83358 -0.28012 0.08371 0.33492 0.88882

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -1.375157 0.484409 -2.839 0.00667 \*\*

# single.parent 0.124125 0.020434 6.074 2.08e-07 \*\*\*

# metropolitan 0.008609 0.003020 2.851 0.00646 \*\*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 0.4289 on 47 degrees of freedom

# Multiple R-squared: 0.5253, Adjusted R-squared: 0.5051

# F-statistic: 26.01 on 2 and 47 DF, p-value: 2.483e-08

anova(fit11,fit9)

# Analysis of Variance Table

#

# Model 1: sqrt(murder.rate) ~ single.parent + metropolitan

# Model 2: sqrt(murder.rate) ~ single.parent + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 47 8.6459

# 2 44 5.9931 3 2.6528 6.492 0.0009838 \*\*\*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

# Since, pr(>F)=0.0009838, so we can reject the null hypothesis that is beta(regionNortheast)=0 and beta(regionSouth)=0 beta(metropolitan)=0

# From comparing models fit9 and fit11 we conclude that region is an important predictor

# fit9 is better fit than fit11, so we will proceed with fit9

# We found that fit9 is the best reduced model

summary(fit9)

# Call:

# lm(formula = murder.rate ~ single.parent + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.9730 -1.0828 0.1990 0.9294 3.7955

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -8.44469 2.01034 -4.201 0.000128 \*\*\*

# single.parent 0.47472 0.08973 5.291 3.67e-06 \*\*\*

# metropolitan 0.03627 0.01122 3.234 0.002317 \*\*

# regionNortheast -2.29258 0.71334 -3.214 0.002453 \*\*

# regionSouth 0.51237 0.68052 0.753 0.455510

# regionWest -0.24384 0.62687 -0.389 0.699165

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.562 on 44 degrees of freedom

# Multiple R-squared: 0.6522, Adjusted R-squared: 0.6127

# F-statistic: 16.5 on 5 and 44 DF, p-value: 3.731e-09

anova(fit9,fit1)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ single.parent + metropolitan + region

# Model 2: murder.rate ~ poverty + high.school + college + single.parent +

# unemployed + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 44 107.387

# 2 40 95.991 4 11.396 1.1872 0.3312

# We have Pr(>F)=.3312>.05 hence, we will accept the null hypothesis that betapoverty, betahigh.school,beta.college and betaunemployed are zero

# Perform model diagnostics on fit1

# residual plot

plot(fitted(fit9), resid(fit9))

abline(h = 0)

plot(fitted(fit9), abs(resid(fit9)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit9))

qqline(resid(fit9))

# Even normality for the residuals seems ok

# This statisfies the assumption that errors are normally distributed.

# Time Series Plot

plot(resid(fit9),type='l')

abline(h=0)

# we can see that consider is no major trend in it

# This concludes that errors are independent.

#fit9 seems good but lets check if we can get a better model by changing the response to the funtions of response

fit12 <- update(fit9,sqrt(murder.rate)~.)

plot(fitted(fit12), resid(fit12))

abline(h = 0)

plot(fitted(fit12), abs(resid(fit12)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit2))

qqline(resid(fit2))

# The normality for the residuals doesn't seem as good as in the case of fit9

# So, we will reject this model

fit13 <- update(fit9,log(murder.rate)~.)

plot(fitted(fit13), resid(fit13))

abline(h = 0)

plot(fitted(fit13), abs(resid(fit13)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit13))

qqline(resid(fit13))

# The normality for the residuals doesn't seem as good as in the case of fit9

# So, we will reject this model

fit14 <- update(fit9, (murder.rate)^(1/3) ~.)

plot(fitted(fit14), resid(fit14))

abline(h = 0)

plot(fitted(fit14), abs(resid(fit14)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit14))

qqline(resid(fit14))

# The normality for the residuals doesn't seem as good as in the case of fit9

# So, we will reject this model

# Hence, fit9 is the best fit

# Predict murder rate of a state whose predictor values are set at the

# average in the data for a quantitative predictor and the most frequent category for a qualitative

# predictor using fit9

summarysummary(fit9)

beta0=-8.44469

betasingle.parent= 0.47472

betametropolitan = 0.03627

gammaregionNortheast=-2.29258

gammaregionSouth= 0.51237

gammaregionWest=-0.24384

xsingle.parent= mean(single.parent)

xmetropolitan=mean(metropolitan)

summary(region)

# North Central Northeast South West

# 12 9 16 13

#From here, we see that South has the mac occurence that is 16

zregionNortheast=0

zregionSouth=1

zregionWest=0

zregionNorthCental =0

# Now, we predict the murder.rate according to the parameters set above

y=beta0+betasingle.parent\*xsingle.parent+betametropolitan\*xmetropolitan+gammaregionNortheast\*zregionNortheast+gammaregionSouth\*zregionSouth+gammaregionWest\*zregionWest

# > y

# [1] 5.42842(fit9)

beta0=-8.44469

betasingle.parent= 0.47472

betametropolitan = 0.03627

gammaregionNortheast=-2.29258

gammaregionSouth= 0.51237

gammaregionWest=-0.24384

xsingle.parent= mean(single.parent)

xmetropolitan=mean(metropolitan)

summary(region)

#From here, we see that South has the mac occurence that is 16

zregionNortheast=0

zregionSouth=1

zregionWest=0

zregionNorthCental =0

# Now, we predict the murder.rate according to the parameters set above

y=beta0+betasingle.parent\*xsingle.parent+betametropolitan\*xmetropolitan+gammaregionNortheast\*zregionNortheast+gammaregionSouth\*zregionSouth+gammaregionWest\*zregionWest

y= 5.42842

Section 2:

data=read.csv(file="crime.csv")

str(data)

# 'data.frame': 50 obs. of 9 variables:

# $ state : Factor w/ 50 levels "Alabama","Alaska",..: 1 2 3 4 5 6 7 8 9 10 ...

# $ murder.rate : num 7.4 4.3 7 6.3 6.1 3.1 2.9 3.2 5.6 8 ...

# $ poverty : num 14.7 8.4 13.5 15.8 14 8.5 7.7 9.9 12 12.5 ...

# $ high.school : num 77.5 90.4 85.1 81.7 81.2 89.7 88.2 86.1 84 82.6 ...

# $ college : num 20.4 28.1 24.6 18.4 27.5 34.6 31.6 24 22.8 23.1 ...

# $ single.parent: num 26 23.2 23.5 24.7 21.8 20.8 22.9 25.6 26.5 25.5 ...

# $ unemployed : num 4.6 6.6 3.9 4.4 4.9 2.7 2.3 4 3.6 3.7 ...

# $ metropolitan : num 70.2 41.6 87.9 49 96.7 84 95.6 81.4 93 69.1 ...

# $ region : Factor w/ 4 levels "North Central",..: 3 4 4 3 4 4 2 3 3 3 ...

# Attach the dataset in R's memory so that we can

# directly use the names of the variables

attach(data)

# Look at distribution of some predictors

table(poverty)

# poverty

# 7.3 7.6 7.7 7.9 8.1 8.3 8.4 8.5 9 9.4 9.5 9.8 9.9 10.1 10.2 10.3 10.5 10.6

# 1 1 1 2 3 1 1 1 1 1 1 3 1 1 3 1 2 1

# 10.7 11.1 12 12.5 12.8 12.9 13.2 13.3 13.4 13.5 14 14.1 14.7 14.9 15.5 15.8 16 18.5

# 1 2 2 2 1 1 1 1 1 1 1 1 2 1 1 2 1 1

# 19.3

# 1

table(high.school)

#high.school

# 77.1 77.5 78.7 79.2 79.9 80.3 80.8 81.2 81.3 81.7 82.2 82.5 82.6 82.8 83 84 84.6 85.1

# 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 2

# 85.5 85.7 86.1 86.2 86.6 86.7 87 87.3 87.4 88.1 88.2 89.3 89.6 89.7 90 90.4 90.7 90.8

# 2 2 2 2 2 1 1 1 1 3 1 1 1 2 2 2 1 1

# 91.8

# 2

table(college)

# college

# 15.3 17.1 18.4 18.7 19 19.3 20 20.4 20.5 20.6 22 22.5 22.6 22.8 23 23.1 23.2 23.6

# 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1

# 23.8 23.9 24 24.1 24.3 24.6 25.5 25.7 26.2 26.3 26.4 27.1 27.2 27.3 27.5 28.1 28.6 28.7

# 2 1 1 1 1 3 1 1 1 1 2 1 1 1 1 1 1 1

# 28.8 30.1 31.2 31.6 31.9 32.3 32.7 34.6

# 1 2 1 1 1 1 1 1

table(single.parent)

# single.parent

# 13.6 17.7 19.1 19.6 19.8 20 20.2 20.7 20.8 21.4 21.5 21.7 21.8 21.9 22.1 22.2 22.3 22.5

# 1 1 2 2 1 1 2 1 2 1 1 1 1 1 1 1 1 2

# 22.8 22.9 23.2 23.5 23.7 24.2 24.3 24.5 24.6 24.7 25.5 25.6 26 26.5 26.6 27.1 27.4 27.9

# 3 1 2 2 1 1 2 2 1 1 1 1 2 1 1 1 1 1

# 29.3 30

# 1 1

table(unemployed)

# unemployed

# 2.2 2.3 2.6 2.7 2.8 2.9 3 3.2 3.3 3.5 3.6 3.7 3.8 3.9 4 4.1 4.2 4.3 4.4 4.6 4.9 5.2 5.5

# 1 2 2 1 1 1 3 2 1 3 3 2 1 5 1 4 2 1 2 2 5 1 2

# 5.7 6.6

# 1 1

table(metropolitan)

# metropolitan

# 27.9 29.6 33.4 34.5 36.2 36.3 38.6 41.6 41.9 43.4 44.9 48.4 49 52.2 56.8 57 60.3 60.6

# 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

# 67.2 67.8 67.9 68 69.1 70.2 70.3 71.8 72.8 72.9 75.2 76.4 78.2 80.9 81.4 82.5 83 84

# 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1

# 84.5 84.6 86.6 87.9 91.9 92.1 92.7 93 93.8 95.6 96.7 100

# 2 1 1 1 1 1 1 1 1 1 1 1

table(region)

# region

# North Central Northeast South West

# 12 9 16 13

#Fitting a multiple linear regression model to predict murder rate based on the other variables.

fit1 <- lm(murder.rate ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

summary(fit1)

# Call:

# lm(formula = murder.rate ~ poverty + high.school + college +

# single.parent + unemployed + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.1861 -0.8706 -0.0709 0.8935 3.3049

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) 1.15569 11.06682 0.104 0.917352

# poverty 0.07124 0.12615 0.565 0.575397

# high.school -0.12534 0.11815 -1.061 0.295116

# college 0.08368 0.08238 1.016 0.315857

# single.parent 0.38015 0.10559 3.600 0.000867 \*\*\*

# unemployed 0.29521 0.33119 0.891 0.378059

# metropolitan 0.03095 0.01536 2.015 0.050607 .

# regionNortheast -2.57007 0.76665 -3.352 0.001761 \*\*

# regionSouth -0.12303 0.77605 -0.159 0.874832

# regionWest -0.83460 0.76033 -1.098 0.278904

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.549 on 40 degrees of freedom

# Multiple R-squared: 0.6891, Adjusted R-squared: 0.6192

# F-statistic: 9.851 on 9 and 40 DF, p-value: 9.287e-08

# Perform model diagnostics on fit1

# residual plot

plot(fitted(fit1), resid(fit1))

abline(h = 0)

plot(fitted(fit1), abs(resid(fit1)))

# This plot has is centered on zero, does not have any trend, vertical scatter is constant

# QQ plot

qqnorm(resid(fit1))

qqline(resid(fit1))

# Even normality for the residuals seems ok

# Time Series Plot

plot(resid(fit1),type='l')

abline(h=0)

# we can think that consider is no major trend in it

# or we can we plot directly to get the graphs for model diagnostic

#fit1 seems good but lets check if we can get a better model by changing the response to the funtions of response

fit2 <- lm(sqrt(murder.rate) ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

plot(fit2)

fit3 <- lm(log(murder.rate) ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

plot(fit3)

fit4 <- lm((murder.rate)^(1/3) ~ poverty+high.school+college+single.parent+unemployed+metropolitan+region)

plot(fit4)

# fit1 seems reasonable, so we will continue with it

fit5<-update(fit1,.~.-poverty)

summary(fit5)

# Call:

# lm(formula = murder.rate ~ high.school + college + single.parent +

# unemployed + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.2309 -0.8284 -0.0797 0.8744 3.5847

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) 4.56763 9.19493 0.497 0.62201

# high.school -0.15851 0.10167 -1.559 0.12664

# college 0.08459 0.08168 1.036 0.30647

# single.parent 0.39380 0.10193 3.863 0.00039 \*\*\*

# unemployed 0.32348 0.32465 0.996 0.32490

# metropolitan 0.02759 0.01404 1.965 0.05619 .

# regionNortheast -2.60060 0.75837 -3.429 0.00139 \*\*

# regionSouth -0.13982 0.76901 -0.182 0.85662

# regionWest -0.71785 0.72558 -0.989 0.32830

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.536 on 41 degrees of freedom

# Multiple R-squared: 0.6866, Adjusted R-squared: 0.6255

# F-statistic: 11.23 on 8 and 41 DF, p-value: 3.054e-08

anova(fit5,fit1)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ high.school + college + single.parent + unemployed +

# metropolitan + region

# Model 2: murder.rate ~ poverty + high.school + college + single.parent +

# unemployed + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 41 96.756

# 2 40 95.991 1 0.76539 0.3189 0.5754

# Since, pr(>F)=0.5754, so we can accept the null hypothesis that is beta(poverty)=0

# From comparing models fit1 and fit5 we conclude that poverty is not an important predictor

fit6=update(fit5,.~.-high.school)

summary(fit6)

# Call:

# lm(formula = murder.rate ~ college + single.parent + unemployed +

# metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.9460 -0.9201 0.2559 0.9698 3.4146

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -9.08498 2.85340 -3.184 0.002736 \*\*

# college 0.01573 0.06987 0.225 0.822952

# single.parent 0.41141 0.10301 3.994 0.000256 \*\*\*

# unemployed 0.45062 0.31955 1.410 0.165850

# metropolitan 0.03793 0.01259 3.013 0.004366 \*\*

# regionNortheast -2.30353 0.74644 -3.086 0.003584 \*\*

# regionSouth 0.43167 0.68746 0.628 0.533457

# regionWest -0.78707 0.73645 -1.069 0.291294

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.562 on 42 degrees of freedom

# Multiple R-squared: 0.668, Adjusted R-squared: 0.6127

# F-statistic: 12.07 on 7 and 42 DF, p-value: 2.51e-08

anova(fit6,fit5)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ college + single.parent + unemployed + metropolitan +

# region

# Model 2: murder.rate ~ high.school + college + single.parent + unemployed +

# metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 42 102.493

# 2 41 96.756 1 5.737 2.431 0.1266

# Since, pr(>F)=0.1266, so we can accept the null hypothesis that is beta(high.school)=0

# From comparing models fit5 and fit6 we conclude that high.schoot is not an important predictor

fit7=update(fit6,.~.-college)

# summary(fit7)

# Call:

# lm(formula = murder.rate ~ single.parent + unemployed + metropolitan +

# region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.9399 -0.9013 0.2415 0.9539 3.4450

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -8.63000 1.99222 -4.332 8.71e-05 \*\*\*

# single.parent 0.40773 0.10058 4.054 0.000208 \*\*\*

# unemployed 0.43273 0.30608 1.414 0.164620

# metropolitan 0.03913 0.01127 3.471 0.001193 \*\*

# regionNortheast -2.25439 0.70590 -3.194 0.002629 \*\*

# regionSouth 0.41606 0.67636 0.615 0.541705

# regionWest -0.76269 0.72036 -1.059 0.295620

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.545 on 43 degrees of freedom

# Multiple R-squared: 0.6676, Adjusted R-squared: 0.6213

# F-statistic: 14.4 on 6 and 43 DF, p-value: 6.381e-09

anova(fit7,fit6)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ single.parent + unemployed + metropolitan + region

# Model 2: murder.rate ~ college + single.parent + unemployed + metropolitan +

# region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 43 102.62

# 2 42 102.49 1 0.12371 0.0507 0.823

# Since, pr(>F)=0.823, so we can accept the null hypothesis that is beta(college)=0

# From comparing models fit6 and fit7 we conclude that college is not an important predictor

fit8=update(fit7,.~.-single.parent)

summary(fit8)

# Call:

# lm(formula = murder.rate ~ unemployed + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -4.1608 -1.1099 0.1332 0.9913 4.2112

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -2.41071 1.47698 -1.632 0.109778

# unemployed 1.01718 0.31379 3.242 0.002269 \*\*

# metropolitan 0.04889 0.01280 3.820 0.000415 \*\*\*

# regionNortheast -1.77714 0.80891 -2.197 0.033336 \*

# regionSouth 1.42862 0.73050 1.956 0.056874 .

# regionWest -1.55635 0.80570 -1.932 0.059855 .

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.795 on 44 degrees of freedom

# Multiple R-squared: 0.5406, Adjusted R-squared: 0.4884

# F-statistic: 10.36 on 5 and 44 DF, p-value: 1.308e-06

anova(fit8,fit7)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ unemployed + metropolitan + region

# Model 2: murder.rate ~ single.parent + unemployed + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 44 141.83

# 2 43 102.62 1 39.214 16.432 0.0002077 \*\*\*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

# Since, pr(>F)=0.0002077, so we can reject the null hypothesis that is beta(single.parent)=0

# From comparing models fit7 and fit8 we conclude that single.parent is an important predictor

# fit7 is better fit than fit8, so we will proceed with fit7

fit9=update(fit7,.~.-unemployed)

summary(fit9)

# Call:

# lm(formula = murder.rate ~ single.parent + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.9730 -1.0828 0.1990 0.9294 3.7955

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -8.44469 2.01034 -4.201 0.000128 \*\*\*

# single.parent 0.47472 0.08973 5.291 3.67e-06 \*\*\*

# metropolitan 0.03627 0.01122 3.234 0.002317 \*\*

# regionNortheast -2.29258 0.71334 -3.214 0.002453 \*\*

# regionSouth 0.51237 0.68052 0.753 0.455510

# regionWest -0.24384 0.62687 -0.389 0.699165

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.562 on 44 degrees of freedom

# Multiple R-squared: 0.6522, Adjusted R-squared: 0.6127

# F-statistic: 16.5 on 5 and 44 DF, p-value: 3.731e-09

anova(fit9,fit7)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ single.parent + metropolitan + region

# Model 2: murder.rate ~ single.parent + unemployed + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 44 107.39

# 2 43 102.62 1 4.7701 1.9988 0.1646

# Since, pr(>F)=0.1646, so we can accept the null hypothesis that is beta(unemployed)=0

# From comparing models fit7 and fit9 we conclude that unemployed is not an important predictor

# fit9 is better fit than fit7, so we will proceed with fit9

fit10=update(fit9,.~.-metropolitan)

summary(fit10)

# Call:

# lm(formula = murder.rate ~ single.parent + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.4968 -1.1108 0.0309 1.0926 3.8869

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -7.08631 2.16277 -3.276 0.00203 \*\*

# single.parent 0.51791 0.09761 5.306 3.3e-06 \*\*\*

# regionNortheast -1.90048 0.77333 -2.458 0.01791 \*

# regionSouth 0.52454 0.74863 0.701 0.48712

# regionWest -0.12270 0.68839 -0.178 0.85933

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.719 on 45 degrees of freedom

# Multiple R-squared: 0.5695, Adjusted R-squared: 0.5313

# F-statistic: 14.88 on 4 and 45 DF, p-value: 8.023e-08

anova(fit10,fit9)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ single.parent + region

# Model 2: murder.rate ~ single.parent + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 45 132.91

# 2 44 107.39 1 25.528 10.46 0.002317 \*\*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

# Since, pr(>F)=0.002317, so we can reject the null hypothesis that is beta(metropolitan)=0

# From comparing models fit9 and fit10 we conclude that metropolitan is an important predictor

# fit9 is better fit than fit10, so we will proceed with fit9

fit11=update(fit9,.~.-region)

summary(fit11)

# Call:

# lm(formula = murder.rate ~ single.parent + metropolitan)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.359 -1.208 0.192 1.271 4.340

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -9.40288 2.03250 -4.626 2.94e-05 \*\*\*

# single.parent 0.52965 0.08574 6.178 1.45e-07 \*\*\*

# metropolitan 0.02718 0.01267 2.145 0.0371 \*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.8 on 47 degrees of freedom

# Multiple R-squared: 0.507, Adjusted R-squared: 0.486

# F-statistic: 24.17 on 2 and 47 DF, p-value: 6.046e-08

anova(fit11,fit9)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ single.parent + metropolitan

# Model 2: murder.rate ~ single.parent + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 47 152.21

# 2 44 107.39 3 44.824 6.122 0.001425 \*\*

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

# Since, pr(>F)=0.001425, so we can reject the null hypothesis that is beta(regionNortheast)=0 and beta(regionSouth)=0 beta(metropolitan)=0

# From comparing models fit9 and fit11 we conclude that region is an important predictor

# fit9 is better fit than fit11, so we will proceed with fit9

# We found that fit9 is the best reduced model

summary(fit9)

# Call:

# lm(formula = murder.rate ~ single.parent + metropolitan + region)

#

# Residuals:

# Min 1Q Median 3Q Max

# -3.9730 -1.0828 0.1990 0.9294 3.7955

#

# Coefficients:

# Estimate Std. Error t value Pr(>|t|)

# (Intercept) -8.44469 2.01034 -4.201 0.000128 \*\*\*

# single.parent 0.47472 0.08973 5.291 3.67e-06 \*\*\*

# metropolitan 0.03627 0.01122 3.234 0.002317 \*\*

# regionNortheast -2.29258 0.71334 -3.214 0.002453 \*\*

# regionSouth 0.51237 0.68052 0.753 0.455510

# regionWest -0.24384 0.62687 -0.389 0.699165

# ---

# Signif. codes: 0 ‘\*\*\*’ 0.001 ‘\*\*’ 0.01 ‘\*’ 0.05 ‘.’ 0.1 ‘ ’ 1

#

# Residual standard error: 1.562 on 44 degrees of freedom

# Multiple R-squared: 0.6522, Adjusted R-squared: 0.6127

# F-statistic: 16.5 on 5 and 44 DF, p-value: 3.731e-09

anova(fit9,fit1)

# Analysis of Variance Table

#

# Model 1: murder.rate ~ single.parent + metropolitan + region

# Model 2: murder.rate ~ poverty + high.school + college + single.parent +

# unemployed + metropolitan + region

# Res.Df RSS Df Sum of Sq F Pr(>F)

# 1 44 107.387

# 2 40 95.991 4 11.396 1.1872 0.3312

# We have Pr(>F)=.3312>.05 hence, we will accept the null hypothesis that betapoverty, betahigh.school,beta.college and betaunemployed are zero

# Perform model diagnostics on fit1

# residual plot

plot(fitted(fit9), resid(fit9))

abline(h = 0)

plot(fitted(fit9), abs(resid(fit9)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit9))

qqline(resid(fit9))

# Even normality for the residuals seems ok

# This statisfies the assumption that errors are normally distributed.

# Time Series Plot

plot(resid(fit9),type='l')

abline(h=0)

# we can see that consider is no major trend in it

# This concludes that errors are independent.

#fit9 seems good but lets check if we can get a better model by changing the response to the funtions of response

fit12 <- update(fit9,sqrt(murder.rate)~.)

plot(fitted(fit12), resid(fit12))

abline(h = 0)

plot(fitted(fit12), abs(resid(fit12)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit2))

qqline(resid(fit2))

# The normality for the residuals doesn't seem as good as in the case of fit9

# So, we will reject this model

fit13 <- update(fit9,log(murder.rate)~.)

plot(fitted(fit13), resid(fit13))

abline(h = 0)

plot(fitted(fit13), abs(resid(fit13)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit13))

qqline(resid(fit13))

# The normality for the residuals doesn't seem as good as in the case of fit9

# So, we will reject this model

fit14 <- update(fit9, (murder.rate)^(1/3) ~.)

plot(fitted(fit14), resid(fit14))

abline(h = 0)

plot(fitted(fit14), abs(resid(fit14)))

# This plot has is centered on zero, does not have any trend and vertical scatter is constant

# So, this model is statisfying the assumption about the residues that they have mean zero and constant variance

# QQ plot

qqnorm(resid(fit14))

qqline(resid(fit14))

# The normality for the residuals doesn't seem as good as in the case of fit9

# So, we will reject this model

# Hence, fit9 is the best fit

# Predict murder rate of a state whose predictor values are set at the

# average in the data for a quantitative predictor and the most frequent category for a qualitative

# predictor using fit9

summarysummary(fit9)

beta0=-8.44469

betasingle.parent= 0.47472

betametropolitan = 0.03627

gammaregionNortheast=-2.29258

gammaregionSouth= 0.51237

gammaregionWest=-0.24384

xsingle.parent= mean(single.parent)

xmetropolitan=mean(metropolitan)

summary(region)

# North Central Northeast South West

# 12 9 16 13

#From here, we see that South has the mac occurence that is 16

zregionNortheast=0

zregionSouth=1

zregionWest=0

zregionNorthCental =0

# Now, we predict the murder.rate according to the parameters set above

y=beta0+betasingle.parent\*xsingle.parent+betametropolitan\*xmetropolitan+gammaregionNortheast\*zregionNortheast+gammaregionSouth\*zregionSouth+gammaregionWest\*zregionWest

# > y

# [1] 5.42842(fit9)

beta0=-8.44469

betasingle.parent= 0.47472

betametropolitan = 0.03627

gammaregionNortheast=-2.29258

gammaregionSouth= 0.51237

gammaregionWest=-0.24384

xsingle.parent= mean(single.parent)

xmetropolitan=mean(metropolitan)

summary(region)

#From here, we see that South has the mac occurence that is 16

zregionNortheast=0

zregionSouth=1

zregionWest=0

zregionNorthCental =0

# Now, we predict the murder.rate according to the parameters set above

y=beta0+betasingle.parent\*xsingle.parent+betametropolitan\*xmetropolitan+gammaregionNortheast\*zregionNortheast+gammaregionSouth\*zregionSouth+gammaregionWest\*zregionWest

y

# > y

# [1] 5.42842