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Sam Isken

September 25, 2019

STT 465 - Fall 2019

Homework 2 - Due 10/02/2019 (In Class)

Instruction: -When using R in any problem, copy the code and results onto your word document under that question number and add any required comments. You will lose points if I do not see your codes.

You should present a stapled document when multiple pages are used. The grader will not be held responsible for any loss of pages.

1. Exercise 3.1 on Page 227 (Textbook)

3.1

Sample Survey: Suppose we are going to sample 100 individuals from a county (of size much larger than 100) and ask each sampled person whether they support policy or not.

Let if person i in the sample supports the policy, and otherwise.

1. Assume are, conditional on , i.i.d binary random variable with expectation .

Write down the joint distribution of $ Pr(Y\_1 = Y\_1,…Y\_100=y\_{100}| ) $

in a compact form.

Also write down the form of

$Pr(\_{i=1}^{100}Y\_i = y | ) $

The Joint Distribution of $ Pr(Y\_1 = Y\_1,…Y\_100=y\_{100}| ) $ is given by:

This is because we assume $ Y\_1 , … Y\_n $ are, conditional on $ $, i.i.d binary random variable with expectation $ $.

For the second part of the question let us examine $ Pr(\_{i=1}^{100}Y\_i = y | ) $

1. For the moment, suppose you believed that ${0.0, 0.1, . ,0.9, 1.0} $. Given that the result of the survey were , compute $\_{i=1}^{100} Y\_i = 57 | ) $ for each of these 11 values of and plot these probabilities as a function of .

We first examine the Joint Distribution:

For this problem we start back at our joint distribution. We then will assume (given the context of the problem) that

for a set of ’s :

Thus:

Let us now implement this in R:

#Create set of thetas  
theta\_set = c(0,.1,.2,.3,.4,.5,.6,.7,.8,.9,1)  
#Function to get values of joint pmf given set of thetas  
joint\_pmf <- function(set\_of\_theta){  
 for (variable in set\_of\_theta) {  
 theta <- variable  
 result <- (choose(100,57)) \* (theta^(57)) \* (1-theta)^(43)  
 print(result)  
 }  
}  
  
joint\_pmf(theta\_set)

## [1] 0  
## [1] 4.107157e-31  
## [1] 3.738459e-16  
## [1] 1.306895e-08  
## [1] 0.0002285792  
## [1] 0.03006864  
## [1] 0.06672895  
## [1] 0.001853172  
## [1] 1.003535e-07  
## [1] 9.395858e-18  
## [1] 0

#List of values outputted from functino  
fin\_list <- c(0,4.107157e-31,3.738459e-16,1.306895e-08,0.0002285792,  
 0.03006864,0.06672895,0.001853172,1.003535e-07,9.395858e-18,0)  
  
#plot of posterior distribution  
posterior\_dist\_plot <- barplot(fin\_list)
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1. Now suppose you originally has no prior information to believe one of these values over another, and so Pr( = 0.0) = Pr( = 0.1) = … = Pr( = 0.9) = Pr( = 1.0). Use Bayes’ rule to compute Pr() for each value. Make a plot of this posterior distribution as a function of .

The plot below shows our posterior distribition.

posterior\_dist\_plot <- barplot(fin\_list)
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Now let us use Bayes’ rule to compute Pr() for each value.

Since:

print(length(theta\_set))

## [1] 11

We assume

And we know:

Posterior Distribution = Prior Distribution \* Likelihood Function

Thus:

$$ \text{Pr}(\theta|y) = \text(Posterior Distribution) = \frac{{100 \choose 57}\theta^{57} (1-\theta)^{43} (1/11)} {p(y)}$$

This is the desired answer, the posterior distribution.

1. Now suppose you allow to be any value in the interval [0,1]. Using the uniform prior density for , so that p() = 1, plot the posterior density

p() × Pr()

as a function of .

#Set theta to be the range [0,1]  
theta\_range <- seq(0,1,length=500)  
#Set theta probability  
prob\_theta = 1   
posterior\_dist\_func <- (choose(100,57))\*(theta\_range^57)\*(1-theta\_range)^43  
#Plot tjos posteriord distribution  
plot(theta\_range,posterior\_dist\_func)
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1. As discussed in this chapter, the posterior distribution of is: beta(1 + 57, 1 + 100 - 57).

Plot the posterior density as a function of . Discuss the relationships among all of the plots you have made for this exercise.

posterior\_dist\_theta <- dbeta(theta\_range,1 + 57, 1 + 100 - 57)  
plot(theta\_range,posterior\_dist\_theta)
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As you can see all of these graphs are equivalent. The posterior distribution of p() × Pr() when plotted is shown to be the same as ~beta(1 + 57, 1 + 100 - 57). This makes sense as we disscussed the flexibility of the Beta distribution and its similiarity in posteriors to other distributions.

1. The “fish” data set in homework 2 folder on D2L contains data on the # of fish caught by campers in a park.

#Use read csv function in order read in "fish.csv" data set   
fish <- read.csv(file = "fish.csv", header = TRUE)  
fish

## nofish livebait camper persons child xb zg count  
## 1 1 0 0 1 0 -0.896314561 3.050404787 0  
## 2 0 1 1 1 0 -0.558344960 1.746148944 0  
## 3 0 1 0 1 0 -0.401731014 0.279938877 0  
## 4 0 1 1 2 1 -0.956298113 -0.601525664 0  
## 5 0 1 0 1 0 0.436890960 0.527709126 1  
## 6 0 1 1 4 2 1.394485474 -0.707534790 0  
## 7 0 1 0 3 1 0.184716746 -3.398022175 0  
## 8 0 1 0 4 3 2.329106569 -5.450901508 0  
## 9 1 0 1 3 2 0.188386485 -1.527417779 0  
## 10 0 1 1 1 0 0.287689924 1.393890500 1  
## 11 0 1 0 4 1 1.990952730 -1.933189988 0  
## 12 0 1 1 3 2 1.317893147 -2.471574545 0  
## 13 1 0 0 3 0 0.298041672 1.591265202 1  
## 14 0 1 0 3 0 1.290873408 0.829534888 2  
## 15 0 1 1 1 0 -0.060889840 2.820579290 0  
## 16 1 1 1 1 0 0.370049208 2.158344984 1  
## 17 0 1 0 4 1 1.979093432 -3.069952726 0  
## 18 1 1 1 3 2 0.715337098 -1.952804923 0  
## 19 0 1 1 2 1 1.516053081 -0.186567351 1  
## 20 0 1 0 3 1 -0.034895968 -0.118922494 0  
## 21 0 1 0 4 1 1.178230286 0.001856566 1  
## 22 0 1 1 4 0 1.642111778 1.892821312 5  
## 23 0 1 1 2 1 0.597727358 -0.294278145 0  
## 24 0 1 1 2 0 1.139723063 1.931791067 3  
## 25 0 1 1 3 0 3.500297546 1.451270819 30  
## 26 0 1 1 2 0 -0.789978385 2.817448616 0  
## 27 0 1 1 4 0 2.662356138 1.656562567 13  
## 28 0 1 0 2 1 1.606172442 -1.064542532 0  
## 29 0 1 0 1 0 0.018550180 0.080798268 0  
## 30 0 1 0 4 3 3.034559011 -4.824044704 0  
## 31 0 1 0 1 0 0.051000755 0.921823859 0  
## 32 0 1 1 3 1 0.745258808 -0.663867116 0  
## 33 0 1 1 4 0 2.453136683 3.508367777 11  
## 34 0 1 1 4 1 2.352706671 0.176609725 5  
## 35 0 1 1 1 0 -1.108257532 0.772088408 0  
## 36 1 0 0 2 0 0.515419424 1.656657577 1  
## 37 1 1 1 2 1 1.982768536 -0.642237127 1  
## 38 1 1 1 4 1 2.066855907 1.244507432 7  
## 39 1 1 1 3 1 0.095011771 -2.268660784 0  
## 40 0 1 1 4 1 5.352674007 -1.472992539 14  
## 41 0 1 1 1 0 -0.711813927 3.020478010 0  
## 42 0 1 1 4 0 3.484046221 2.355652809 32  
## 43 1 0 0 3 2 2.400906324 -3.086473703 0  
## 44 1 0 1 4 0 0.376028478 2.676077843 1  
## 45 1 1 0 4 2 1.085056424 -2.654790401 0  
## 46 0 1 1 1 0 -1.067198753 2.133044958 0  
## 47 0 1 1 2 1 0.322997063 0.303436488 0  
## 48 0 1 0 1 0 0.501066327 1.553161621 1  
## 49 0 1 1 2 1 2.011488438 0.627036452 5  
## 50 0 1 0 2 1 0.957147360 -2.058174610 0  
## 51 0 1 1 2 1 1.114434004 0.284732074 1  
## 52 0 1 1 2 1 -0.673830032 -0.708101988 0  
## 53 0 1 1 4 0 3.196705818 1.515483379 22  
## 54 1 0 0 2 0 -0.386320800 2.079587936 0  
## 55 0 1 1 3 0 2.718511581 2.629312992 15  
## 56 1 0 1 1 0 -1.269290566 4.179599762 0  
## 57 0 1 1 1 0 -1.087805986 2.122612953 0  
## 58 0 1 1 1 0 -0.984578311 1.351520896 0  
## 59 1 1 1 4 1 1.872467756 1.261176825 5  
## 60 1 1 1 1 0 1.547955513 1.628988385 4  
## 61 0 1 0 2 0 1.004094243 1.083624601 2  
## 62 0 1 1 2 1 -0.165202618 2.095250368 0  
## 63 0 1 0 2 1 1.471645236 -0.073470898 2  
## 64 0 1 1 4 0 3.489336014 2.547997475 32  
## 65 0 1 0 4 3 1.885775805 -4.232519627 0  
## 66 0 1 1 1 0 -2.272530079 1.600753188 0  
## 67 0 1 0 1 0 0.613840997 1.111755967 1  
## 68 1 1 0 3 2 2.878997564 -2.766067028 0  
## 69 1 1 1 1 0 -0.944848835 2.011607885 0  
## 70 0 1 1 2 1 0.820035219 -1.285437942 0  
## 71 0 1 1 3 0 2.088183641 2.268748283 7  
## 72 0 1 0 4 3 2.165306330 -5.035178185 0  
## 73 1 0 0 4 2 0.557526350 -2.696651697 0  
## 74 0 1 1 3 2 -0.627695501 -3.224311590 0  
## 75 1 0 1 1 0 -3.275050163 0.913391829 0  
## 76 0 1 0 2 0 0.307397574 -0.431482762 0  
## 77 0 1 0 3 2 0.459303737 -3.140106678 0  
## 78 1 1 1 1 0 -0.188099161 3.267445326 0  
## 79 0 1 0 2 1 -0.197423220 -0.238331914 0  
## 80 0 1 0 4 0 0.901133239 1.393922210 2  
## 81 0 1 1 4 1 2.229737520 -0.410112113 3  
## 82 1 1 0 2 1 1.150078893 -0.320476443 1  
## 83 0 1 1 3 0 1.716530919 2.654059887 5  
## 84 0 1 0 1 0 -0.465738386 0.246082529 0  
## 85 0 1 1 1 0 1.019573331 1.718844175 2  
## 86 1 0 0 3 1 1.867413759 -0.548479140 1  
## 87 1 0 0 4 1 0.714378536 -2.550681114 0  
## 88 1 1 1 1 0 0.044008121 2.262954950 1  
## 89 0 1 1 4 0 5.005039692 3.572134256 149  
## 90 0 1 1 3 2 2.461556435 -2.769872427 0  
## 91 0 1 1 3 1 1.570416808 -0.390616268 1  
## 92 0 1 0 2 0 -1.490852475 0.088999458 0  
## 93 0 1 1 3 0 -0.865133345 0.972079754 0  
## 94 0 1 0 2 1 0.833803177 0.023357686 1  
## 95 0 1 0 4 2 2.208499908 -1.734373331 0  
## 96 0 1 1 3 1 1.633207917 -1.501252651 0  
## 97 0 1 0 4 2 1.524009705 -4.324279785 0  
## 98 1 0 0 4 0 2.491374731 -0.722057521 2  
## 99 0 1 1 2 0 1.084769011 2.963002682 2  
## 100 0 1 0 4 0 3.594677210 0.860208869 29  
## 101 0 1 1 1 0 1.128834605 2.060700417 3  
## 102 1 0 1 2 0 -0.385939926 2.266276360 0  
## 103 0 1 0 4 2 2.213509560 -2.068094730 0  
## 104 1 0 0 3 0 2.518778086 -0.110921405 5  
## 105 0 1 1 2 0 0.011589484 -0.339218020 0  
## 106 0 1 0 4 1 3.298806190 -2.671430111 0  
## 107 0 1 1 1 0 -0.258302957 0.714798093 0  
## 108 0 1 0 3 1 0.931161046 -1.925231814 0  
## 109 0 1 1 4 1 3.234340668 -1.934120536 0  
## 110 0 1 1 4 1 0.566562116 1.361151457 1  
## 111 0 1 1 1 0 1.974095106 3.178084135 7  
## 112 0 1 1 2 0 0.109922774 2.124498606 1  
## 113 0 1 0 1 0 -1.052196026 -1.837709427 0  
## 114 1 0 0 4 1 1.193210363 0.732807636 2  
## 115 0 1 0 3 2 0.351580232 -2.184268236 0  
## 116 1 1 0 2 0 1.180063128 1.293958902 2  
## 117 0 1 0 2 1 0.442351252 -0.252750695 0  
## 118 0 1 0 4 1 0.339507729 -0.768189728 0  
## 119 1 0 1 3 1 0.368057549 -0.848371208 0  
## 120 1 1 1 3 2 2.431215048 -0.945337653 1  
## 121 0 1 0 2 1 -0.267399877 -1.620429158 0  
## 122 1 1 0 1 0 -0.366596520 2.514541626 0  
## 123 1 0 1 4 3 1.481658340 -2.820960760 0  
## 124 0 1 0 1 0 -0.620765746 0.583114088 0  
## 125 1 0 1 4 3 1.593668580 -2.947399616 0  
## 126 0 1 0 4 1 2.824294329 -0.742032945 3  
## 127 0 1 1 1 0 1.487538576 2.265225410 4  
## 128 0 1 1 3 0 1.139073014 3.448698759 3  
## 129 0 1 0 2 0 1.415821791 1.297202468 3  
## 130 0 1 1 4 0 2.172077894 4.263185024 8  
## 131 1 0 1 3 0 0.818082452 3.058596849 2  
## 132 1 1 1 1 0 0.332590669 2.045859098 1  
## 133 0 1 0 4 0 1.856842756 2.516795874 6  
## 134 1 1 1 4 2 0.593688667 -1.977207899 0  
## 135 0 1 1 2 1 0.061764006 1.269807458 0  
## 136 1 1 0 4 0 1.984782338 0.824614167 5  
## 137 0 1 1 4 1 1.963856339 0.031520370 3  
## 138 0 1 0 3 1 3.726072550 0.701675057 31  
## 139 0 1 1 2 1 0.349324912 -0.161479443 0  
## 140 0 1 0 2 0 0.704055548 2.344917059 2  
## 141 1 1 1 4 3 1.569243789 -4.469278812 0  
## 142 0 1 1 2 1 0.781064868 -1.890136719 0  
## 143 1 0 0 3 0 0.139555037 0.339156687 0  
## 144 0 1 1 3 1 1.541620493 -1.531070232 0  
## 145 1 1 0 1 0 0.071873553 1.305795789 0  
## 146 0 1 0 2 0 0.746514857 -0.650594831 0  
## 147 1 1 1 4 0 1.925082445 3.567077875 6  
## 148 0 1 0 3 0 2.214212179 2.691571951 9  
## 149 1 0 1 3 2 -0.599701524 -2.059751987 0  
## 150 1 0 1 2 1 -2.107331038 0.141346171 0  
## 151 0 1 1 1 0 -2.490455389 2.073759556 0  
## 152 0 1 1 2 1 -0.070476264 -0.478490353 0  
## 153 0 1 0 1 0 -0.233503744 0.152506366 0  
## 154 0 1 0 2 0 2.148858786 -0.488574415 2  
## 155 0 1 0 3 0 3.173754692 0.378390342 15  
## 156 0 1 1 1 0 0.676705837 1.623785019 1  
## 157 1 1 1 2 0 0.903368711 2.015382290 2  
## 158 0 1 1 3 1 2.121471882 -0.091606267 3  
## 159 1 1 1 1 0 -1.680656552 2.277235031 0  
## 160 0 1 1 4 0 4.268487930 1.362295985 65  
## 161 0 1 1 3 0 1.759671211 1.478169680 5  
## 162 0 1 0 1 0 0.007159876 0.184564099 0  
## 163 1 1 1 3 2 3.533810616 -3.252695322 0  
## 164 0 1 0 4 1 1.902828455 -1.590401888 0  
## 165 0 1 0 4 2 2.054314375 -3.139189243 0  
## 166 1 1 0 1 0 0.132048607 2.244067192 1  
## 167 0 1 1 4 1 2.844588757 -0.078207836 8  
## 168 0 1 1 3 0 -0.150227517 2.496215105 0  
## 169 0 1 1 3 2 0.377593964 -2.294372320 0  
## 170 0 1 1 4 3 1.461001873 -3.943372011 0  
## 171 0 1 1 3 0 0.951952934 2.606308937 2  
## 172 0 1 1 2 1 1.531072855 1.537260294 4  
## 173 1 1 0 4 0 1.716095209 1.826901793 5  
## 174 0 1 0 2 0 2.242041826 2.398617029 9  
## 175 0 1 0 4 2 3.389037609 -2.893302679 0  
## 176 0 1 0 2 0 -0.457464665 3.179333210 0  
## 177 0 1 1 2 0 -0.263669461 1.760868073 0  
## 178 0 1 0 1 0 -0.712437570 1.177165627 0  
## 179 1 1 1 2 0 3.053916931 2.469107866 21  
## 180 0 1 0 1 0 -2.708276749 0.347330987 0  
## 181 0 1 1 3 0 1.872051477 2.307969570 6  
## 182 0 1 0 2 1 0.169749007 -0.835122049 0  
## 183 1 0 1 2 0 -0.348856091 2.941457510 0  
## 184 0 1 1 2 1 0.240219221 -0.403173774 0  
## 185 1 1 0 3 1 2.403877020 -1.568528771 0  
## 186 0 1 1 4 1 2.988574505 0.950103223 16  
## 187 1 0 0 3 2 0.005257762 -3.463099957 0  
## 188 0 1 1 3 2 0.400785357 -1.719052434 0  
## 189 1 1 1 4 0 1.592312098 3.472146988 4  
## 190 0 1 1 2 1 1.022531271 0.598669052 2  
## 191 0 1 1 3 0 2.377341747 2.578616858 10  
## 192 1 0 1 1 0 -2.112927198 1.630112410 0  
## 193 0 1 1 1 0 -0.557507157 1.938125849 0  
## 194 1 0 0 1 0 -1.276221037 0.145860225 0  
## 195 1 0 1 2 0 1.060786009 2.973175526 2  
## 196 1 1 1 2 0 0.409971446 1.287543416 1  
## 197 0 1 0 1 0 1.472747684 1.001728415 3  
## 198 0 1 1 3 1 1.122244954 -1.014991045 0  
## 199 0 1 1 4 2 2.242376328 -2.386286736 0  
## 200 0 1 1 2 0 3.163843393 1.296834946 21  
## 201 0 1 0 2 1 -0.585306764 -2.078762770 0  
## 202 0 1 0 2 0 -0.015607119 2.299016714 0  
## 203 1 0 1 1 0 0.834488332 2.205511093 2  
## 204 1 0 1 2 1 -1.268876076 1.570919514 0  
## 205 0 1 1 4 1 2.757081985 -0.866619527 3  
## 206 0 1 1 3 1 1.703949213 -1.154581547 0  
## 207 0 1 1 4 0 3.765002489 1.189270258 38  
## 208 1 1 1 4 3 2.719051123 -4.614192963 0  
## 209 0 1 1 1 0 -0.154021844 2.465320110 0  
## 210 0 1 0 1 0 -0.411525637 0.257135123 0  
## 211 0 1 1 1 0 0.531122029 2.928965569 1  
## 212 0 1 0 1 0 1.340306163 3.566372156 3  
## 213 0 1 1 1 0 -1.562050104 1.406773925 0  
## 214 0 1 0 2 0 0.225383952 2.220991135 1  
## 215 1 1 0 4 2 4.502663612 -4.730084896 0  
## 216 1 0 0 2 1 0.162199765 -1.125854254 0  
## 217 0 1 0 4 2 3.047013521 -3.184262991 0  
## 218 0 1 0 3 1 1.630753398 -2.707653284 0  
## 219 0 1 1 4 2 1.983255029 0.573806643 5  
## 220 0 1 0 4 2 3.877111435 -2.179812431 0  
## 221 1 0 0 4 1 1.584755540 -1.289599061 0  
## 222 0 1 0 3 0 1.701143265 0.005117925 2  
## 223 1 1 1 2 1 -0.170604989 1.469863534 0  
## 224 0 1 1 1 0 -0.496980190 0.957906127 0  
## 225 0 1 0 2 1 1.218269944 -0.664241612 0  
## 226 0 1 1 2 0 0.037536614 2.861773014 1  
## 227 1 1 1 3 1 1.523244143 3.039572716 4  
## 228 1 1 0 1 0 -0.907698154 0.611488819 0  
## 229 0 1 1 3 2 2.331376553 -2.355525732 0  
## 230 0 1 1 2 1 1.068086028 1.375056386 2  
## 231 0 1 1 1 0 1.401265740 2.141049623 3  
## 232 1 1 0 4 2 3.930421829 -2.743903160 0  
## 233 0 1 0 3 1 0.196246982 -1.781073928 0  
## 234 0 1 0 2 0 0.029527381 1.002204299 0  
## 235 1 0 0 2 0 -0.766901433 -0.442087710 0  
## 236 0 1 1 1 0 0.661188662 3.241333485 1  
## 237 0 1 1 2 0 1.015074015 0.948959351 2  
## 238 0 1 1 1 0 -1.046668053 0.760976613 0  
## 239 0 1 1 3 0 1.938054800 2.159034252 6  
## 240 0 1 1 2 0 1.724750519 0.927846849 4  
## 241 0 1 1 2 0 0.602655232 3.571609020 1  
## 242 0 1 1 4 2 2.413781643 -1.316399097 1  
## 243 1 0 0 2 0 -1.200768590 1.057799816 0  
## 244 0 1 1 3 1 1.963849306 -0.733001232 1  
## 245 0 1 0 3 0 -0.291065693 1.315508246 0  
## 246 1 1 1 2 0 -0.755235732 2.324208736 0  
## 247 0 1 1 4 3 1.794859171 -5.625943661 0  
## 248 0 1 1 2 1 -0.392648846 0.677275419 0  
## 249 1 1 1 3 2 1.374640584 -2.595630169 0  
## 250 1 1 1 2 1 0.828834116 -1.457115412 0

1. Present a frequency table using R with observed frequencies for x (x=# of fish caught)

table(fish$count)

##   
## 0 1 2 3 4 5 6 7 8 9 10 11 13 14 15 16 21 22   
## 142 31 20 12 6 10 4 3 2 2 1 1 1 1 2 1 2 1   
## 29 30 31 32 38 65 149   
## 1 1 1 2 1 1 1

1. Assuming a Poisson model, provide the maximum likelihood estimate of the Poisson parameter (“lambda”) and an approximate 95% CI.

The PDF of the poisson distribution is given by.

To find the Maximum likelihood estimate of we must have (for iid Poisson RVs) a joint frequency that is the product of the marginal frequency functions, Therefore, the log likelihood is given by:

If we simplify further it is clear that:

We know (from STT 442 - Mathematical Statistics) that we find the MLE for an estimator by taking the first derivitive of a likelihood function and setting it equal to 0:

This implies that the estimate of the estimator in the Poisson distribution is given by:

Since, under the Poisson distribution:

This implies the 95% CI is given by:

Thus in our case:

#Frequency table   
table(fish$count)

##   
## 0 1 2 3 4 5 6 7 8 9 10 11 13 14 15 16 21 22   
## 142 31 20 12 6 10 4 3 2 2 1 1 1 1 2 1 2 1   
## 29 30 31 32 38 65 149   
## 1 1 1 2 1 1 1

#Find our lambda hat   
lambda\_hat <- mean(table(fish$count))  
print(lambda\_hat)

## [1] 10

#Get length of table, n for CI  
n <- length(table(fish$count))  
CI = c(lambda\_hat-(1.96\*sqrt(lambda\_hat/n)),lambda\_hat+(1.96\*sqrt(lambda\_hat/n)))  
print(CI)

## [1] 8.760387 11.239613

1. Present in a bar-plot the observed frequencies (from question a) and the predicted frequencies according to a Poisson model with a rate parameter equal to the maximum likelihood estimate that you reported in (b).

#Bar plot of the observed frequencies   
barplot(table(fish$count))

![](data:image/png;base64,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)

#Create vector of categories tp predict   
Count\_Categories <- c(0,1,2,3,4,5,6,7,8,9,10,11,13,14,15,16,21,22,29,30,31,32,38,65,149)  
lambda\_hat

## [1] 10

#Create e   
e <- exp(1)  
  
poisson\_func <- function(Set\_of\_counts){  
 for (variable in Set\_of\_counts) {  
 x <- variable  
 result <- (e^(-10) \* 10^x)/factorial(x)  
 print(result)  
 }  
}  
  
poisson\_func(Count\_Categories)

## [1] 4.539993e-05  
## [1] 0.0004539993  
## [1] 0.002269996  
## [1] 0.007566655  
## [1] 0.01891664  
## [1] 0.03783327  
## [1] 0.06305546  
## [1] 0.09007923  
## [1] 0.112599  
## [1] 0.12511  
## [1] 0.12511  
## [1] 0.1137364  
## [1] 0.07290795  
## [1] 0.0520771  
## [1] 0.03471807  
## [1] 0.02169879  
## [1] 0.0008886101  
## [1] 0.0004039137  
## [1] 5.134715e-07  
## [1] 1.711572e-07  
## [1] 5.521199e-08  
## [1] 1.725375e-08  
## [1] 8.6803e-12  
## [1] 5.504589e-31  
## [1] 1.191936e-116

#Out put of function  
Count\_probs <- c(4.539993e-05,0.0004539993,0.002269996,0.007566655,0.01891664,0.03783327,0.06305546,0.09007923,0.112599,0.12511,0.12511,0.1137364,0.07290795,0.0520771,0.03471807,0.02169879,0.0008886101,0.0004039137,5.134715e-07,1.711572e-07,5.521199e-08,1.725375e-08,8.6803e-12,5.504589e-31,1.191936e-116)  
  
#Plotting predicted values to compare   
plot(Count\_Categories,Count\_probs,type = "s")
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I plotted the predicted probability of each count above in order to compare with the actual values.

1. Comment the results that you obtained in c. Does the Poisson model fits well this data?

From this we can tell the Poisson model does fit our data well! The plot of our predicted probabilities is relatively similiar to the plot of the actual occurences of each quantity. This is not suprising as our data was right skewed and the poisson distribution is often used to measure frequencies.

3.6

Exponential family expectation:

Let

be an exponential family model.

1. Take derivatives with respect to ???? of both sides of the equation

to show that

We begin with:

Let us now integrate:

Thus:

Thus for the exponential distribution:

Therefore

as desired.

1. Let

be the prior distribution for . Calculate and, using the fundemental theorem of calculus disscuss what must be true so that

We know that

If we integrate with resoect to $ $ we will get:

So

must be true to assume

3.9 Galenshore distribution: An unknown quantity Y has a Galenshore() distribution if its’ density is given by:

For y>0, >0 and >0. Assume is known, For this density:

1. Identify a class of conjugate prior densities for .

Let us denote a class of conjugate prior densistes for by:

1. Let .

Find the posterior distribution of given , using a prior from your conjugate class.

which can be further simplified to:

This change in layout shows that the posterior distribution of $ $ is: galenshore($ na +a\_0 , $).

1. Write down and simplify. Identify a sufficient statistic.

We can simplify this probability to the following:

From this we see that | y up to $*{i=1}^n y\_i^2 $. This implies that $*{i=1}^n y\_i^2 $ is a sufficient statistic for .

1. Determine