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With the rise in Deep Learning and the success of Autonomous Vehicles both in utilizing this technology and commercially, investigations into this field for furthering these developments are crucial. One realm that has garnered much attention is the application of Deep Learning for Semantic Segmentation of scenes for understanding. Within this study, we will examine various approaches to Semantic Segmentation [2] drawing from implementations completed on the popular Cityscapes dataset. To do this, we start with popular CNN architectures (i.e., VGG, AlexNet, ResNet), tweaking and modifying them to change the output architecture from classification to do per-pixel identification as outlined in *Fully Convolutional Network (FCN)* by Long et al [1]. This will be done on the Kaggle version of the dataset taken from Berkeley [3], and, time permitting, extended to larger versions of the data for further understanding [4].
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