**ABSTRACT**

Protein Database is growing rapidly but it is difficult to get all the information from the sequences directly. Therefore many methods have come into existence to analyse the protein sequences, the existing methods have their limitations to numerically characterize the protein sequences exactly. Hence here we are using mechanisms with the main aim of reducing the risk of inherited diseases in the future generations by accurately predicting the secondary structure from the primary protein sequence. Hence we are predicting the secondary structure using Chou-fasman method and Hidden Markov Model there by increasing the accuracy of the protein secondary structure. Predicting the secondary structure of proteins is one of the best studied problems in bioinformatics and consequently presents a rigorous test of our techniques. The problem tackled is to provide a label for each residue in a protein sequence depending on its secondary structure. That is, whether the protein residue is part of an alpha-helix, a beta-sheet or some other structure. This is a first step towards predicting the structure and function of a protein from its sequence. Our approach is to this problem is to evolve an HMM using a Genetic Algorithm. A Hidden Markov Model (HMM) is a probabilistic finite state machine used to model stochastic sequences. An HMM is defined by the set of states, emission probabilities associated with each state, and transitions that connect states. Hidden Markov models are widely used in science, engineering and many other areas (speech recognition, optical character recognition, machine translation, bioinformatics, computer vision, finance and economics, and in social science).  We here using the algorithms under Hidden Markov they are Forward algorithm and Viterbi algorithm. To achieve higher accuracy in predicting the protein secondary structure classification plays a major role and KNN here plays major role in classification of proteins. The algorithm we shall investigate is the k-nearest neighbour algorithm, which is most often used for classiﬁcation, although it can also be used for estimation and prediction. K-Nearest neighbour is an example of instance-based learning, in which the training data set is stored, so that a classiﬁcation for a new unclassiﬁed record may be found simply by comparing it to the most similar records in the training set Hence We used Kth nearest neighbour in order to classify the protein sequences until the level 4 there by increasing the accuracy of the protein secondary structure.
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