Predicting house prices

In this module, we focused on using regression to predict a continuous value (house prices) from features of the house (square feet of living space, number of bedrooms,...). We also built an iPython notebook for predicting house prices, using data from King County, USA, the region where the city of Seattle is located.

In this assignment, we are going to build a more accurate regression model for predicting house prices by including more features of the house. In the process, we will also become more familiar with how the Python language can be used for data exploration, data transformations and machine learning. These techniques will be key to building intelligent applications.

Follow the rest of the instructions on this page to complete your program. When you are done, ***instead of uploading your code, you will answer a series of quiz questions*** (see the quiz after this reading) to document your completion of this assignment. The instructions will indicate what data to collect for answering the quiz.

**Learning outcomes**

* Execute programs with the iPython notebook
* Load and transform real, tabular data
* Compute summaries and statistics of the data
* Build a regression model using features of the data

**Resources you will need**

* Make sure you have downloaded and installed Python, iPython notebook and GraphLab Create. [You can find the instructions here](https://eventing.coursera.org/api/redirectStrict/GcisOGuMlUuHxHnOJT7Uymj1xy3E8lJCtbVsp7z3DS3HqQI-6363aiXO6oeYIs9b-JCx-3mALcZWNjA4JIcksw.A0uAR3GuoQXmeVALBrDI0A.iqzUGJhqNzlEvqOO8s1vLtGxYslF6DmqYp62noMaIYRTSV0zLD-mjDDCzYMhzwWW6-kiCDx0Fef02_5e910dOlk7v4TO_aWCuhXgrenCHlhzeypL-MbAG83z5ohXjcLVCTUDfe8i4Q_c6X7-Ma74kmyNZK4u1yrTosmuzkQ-el0xlsUc4OFU4g-QD9BLSp0NgfTuTUAWXnePSiFCfKOO8XMudrxYVjNgJFdFDVQ9dZwTFu1Rsr4ilxx3BdkCJ8K0e9NbkTaC61-aZE2Bmns-0csynm2-0JAZvQAgzvjfJmU). *(If you are using an ML package other than GraphLab Create, please see the note below.)*
* There are many Python resources available online. [Here is a good place for documentation](https://eventing.coursera.org/api/redirectStrict/Pd5dN7A7A5xEby8hM1ldx6mxIIjqWk4JT_7KMZ1lit-kURdEc7GHPlhRKkEqNMqpuSOUpce9FjIpfocZsja9lg.T46On5GxTO5h5Jx_NWaZjQ.ywuDqNw_xZhQQF4qB9MzDkcPnqgDxFFVTEy51GyXZwr7nX6uw1RXKfEWzOpVKBPhAHHbIz08hFNfiKndMSOGTxdxfojwTkwKt04L6JFj7NArtobdTt8KVHaqcml9xvW8y4__Sepjvl5_L72TXNqnO5nc77f1Ge23VLC94wO89sgKCoFv4MDCyRvBrmlztsl8aXSrEqRYCNX5rkIjEw54axaJ_2hHJlVfewsYu4dhJrIUFlWYImb87qayVNXuVL7UgQqqDHdMIRR0kEeWJlNHRSgP_lvLUIAe3BrgMq0PkVNQTllTno13gsFD4f_HGt0W).
* For GraphLab Create, there is also a lot of information available online. Here are some starting points.

|  |  |
| --- | --- |
| Learning Concepts about the Tools | [https://dato.com/learn/](https://eventing.coursera.org/api/redirectStrict/Lt6aM37Npqa5kZ1QwPExd8IyJ8A0wLXoACmKUeZIvn61Sg8iWD-tMgppXKvXjIADNDxqclenEdyKuFyuLNOcfg._LePR5kVsB9AqVPzrQCfRg.LlgkSPjt4cZH-A8HwjncQU0VAQg6ISmu7IO21Iv1vYY497xdvoDPPuDB0gvx4bVV5jIM8sOpJyti9M3B_TXUc9nkvq2t3pxSI5ygTxcUULm4R-p5ONWnQs3WBzQRzdJb1xovTDDJ9xgtovD1GeLSKmeO_XI0K3bBLqbK_GtN0FBOq0qTPLPFC1NfkNZDbM4DpAyl2vPJJ3VHEbuKUodJfKAi6LTp70_milZXtsOgIhF2QcipLBB18kDci4tROpLeqARD_AqzWDhYu6fvmW7WrA) |
| The User Guide | [https://dato.com/learn/userguide/](https://eventing.coursera.org/api/redirectStrict/zN1clf0M6ZfZ1hbt_Q2m8j4Ihh74uxTkSdr6HU2_ag1fFgzH8Hj77cl4GpJVBjUOxT6Ujkgf-zMIk9ev5KuPpQ.FkmF96CiubDCVenLBOMUfw.VMevDO8vKjfMngqCHAzCPtfI6_k5xzNG4YUzPZEloUZLUxPaxsuemf73trVGuxFU_aCIRQdyWa6C38hCvu1Py5r4dx-WAkGPyoop4TraIZp5aHx_CEEwVz_0rwohuNOzoAgW4kRxc2LQ8eqGFzU8F1G51aPenKy7JDDlRwiqgfZ2nIB2lr3o-cYbb5lvp5u0RUjS5pCwv9d5fnAN1d7OxZpzvGx7C4wYp9cp3YqtWV89_2tccgk_aHWxMIa5skYpnyLiQcqtmPfbTqG4_P7SEB_j09cU1sZ3TJJRt96cBZw) |
| More Detailed API Docs | [https://dato.com/products/create/docs/](https://eventing.coursera.org/api/redirectStrict/n2D9XSHMw2EDEAEV2qKCXWGNftFvlqSO1A2LXv2-dRpLqW8liaeMWf945P_MVdWYbeitXT03zYN7DP2jNH8KpQ.7qet8d-VvOGF4BPhg4Ccyw.21DbBvper_jwbH5qkU6oOk6PCwUsxmXDTXma3KLD9IYsNztJd4bWmP6D13ZVpRV_w8i5HZ4gwQni6XNaj_BgDmz-26wKfO0Uh2Nbk065lv38EF1cQlcYsFbLK6zb4pCey-_Lhvq0e034xclUwE9b6AgkRqktvBYjZP2Zw9dp4FINzNu211102Yzg_qa-f0TgEXWbUq58eqWz1UYhPf_p4-57sk5DPiDUbzS08Tryypf-K1dRxuuh8A-BOcbgOJD5YYOP8PQd0PgepPcByuVDUnv0doIhsCvAbu1QQSM6b1s71-L7Ym1kTbFnG2I0-Ogk) |

Download the data and starter code to use GraphLab Create

Before getting started, you will need to download the dataset and the starter iPython notebook that we used in the module.

* Download the house sales pricing dataset here, in SFrame format:[**home\_data.gl.zip**](https://eventing.coursera.org/api/redirectStrict/s8BrsAg7Mjyh4MJbyVB0KgKaNN2LpcrA_-KKJhFn8VFsBduHXuaqun7Xc1rGiqgzRe4RC1ebyc92D--lqhDmug.up-uQSShesxhvrCfuc6KrA.8-WpPozP-mfZGKNhRuKWulQYMUyYN9134N_-HA4hUQ7l3jdKvnpz0xfCVDUYl-5cYq9ISGoZIIQIHrtcbaPy5WgNOUTRI5UUjT_9X6xrlJYMpLjg3NkENgzdplOFw4Nr4smwJWz9hhDLaj8ndcKgc4AddhYVD1Q7vBKnxeSbisWNolAePh4UwO-SCG4vKct6pZiri8J7sbUvJ6hm0m2Qtg1XyFSdRerFIQGBvKUKbs8eoxYuFETb2PVge0MzO-ZYvh2XDu2SoxLf3b8rvD6g031siW3snjkkFs4wrfUMVGEvv4PgbYufxCIOW_n5zweO0J1jjm2pwzMtwZKDRF7NGiwevjxV33nxtFGjsIRVmrArKEbbGBXAns8FeszdxZw1maqGBf1NiEwEWXQhdmKRBqbS_e3hxeeuELNdGlRb6MkAJjnxB8xCXyZPeOk7vMGG)
* Download the house price prediction notebook from the module here: [**Predicting house prices.ipynb**](https://eventing.coursera.org/api/redirectStrict/EME-gTjD48N6PcolRKstmaT-4yjZuBYBMvVxeePB0uQyVWeN6kFXknz09nxRL9kKMIQuiLLoRGXwKcjIs44Y3w.KM8oyglViRlRr9-PiNbGYw.jdD-jnySuQOzcOjxzE4roUDOkxD7yDCxWeS73oFMT0EXzuTBRPq5JgVKaWLkcdP1JJPDi1Vtb0p2Xl4kz_ycsuGqOJiSGZAsrqC1WyXOWpe08NzHjCUGXEI1A8e5Tm0zRdzoN7wlULzKHzi66FGRwNirf34hBdM8f2ORE102fzsgY-hS3gQxA_-_pCzmxLwETw_alsRA8QMq7cgiPNr-ZvHwwurt4rdbLstg8sSIll0BMIvb0YPlTFHaYv0xeelsBxZE4iYCK3ayMKpc0bXmNyoOqmqqFn-ZfKJ4DB-05t1I7cW3U0c1R54NSnohB3nyFLSTyWhJmzWTX5WIqSOfkT9vfEbxTaQ_-rVFfMssDpbKjQ8ReQGeRy9e9-QuP94WTYob4pFHAxIzS_oK8uVm9RgN1pwIXOJ-9bv7ywTzTiFY9vvDEV6Lgr3naJ13BFEWYZ7o07a9h0Xo13iw5j4KGEteTcksMJyERb0ScRmfTp8)
* Save both of these files in the same directory (where you are calling iPython notebook from) and unzip the data file.

Now you are ready to get started!

***Note: If you would rather use other ML tools...***

You are welcome to use any ML tool for this course, such as [scikit-learn](https://eventing.coursera.org/api/redirectStrict/Sy3lss2nzwqCTPV1YCcIc_vVuMlpW8mIUPS_WbzTSEBNnKRa_aXtolMLxtyOR4ThjLjjQkjABHzhMlLclen18Q.mHqMnv0rhlSNNRKKZWBKOQ.MC8XuZQoGwCrz8jDaqlYYgBTkS6c27NMgJwnTRbkD-NKLd8zHh7YIKbAD_VfKfNnjZecQhcYYl1cXD5RdOHAaKJhHS8W7kHGIkwAVfWVApmQrfTRmu-s9weDCo3A-6adZYe_gRj8df-cp77X2aIPrbAJdEX79xaBMbblA5ICxiUABrQuu1IveIRi8gaK5_vheQmaIXixYHJgG2bByhgYweEI4j_FW3kJe_qJhPP3cLDOJIHcb2I3W_HOo6wwhGn7oxMpg2hRTLKUxVqM36xeksPPU41VW3DkSX0mniZG2t8). Though, as discussed in the intro module,*we strongly recommend you use IPython Notebook and GraphLab Create. (GraphLab Create is free for academic purposes.)*

If you are choosing to use other packages, we still recommend you use SFrame, which will allow you to scale to much larger datasets than Pandas. (Though, it's possible to use Pandas in this course, if your machine has sufficient memory.) The SFrame package is available in [open-source under a permissive BSD license](https://eventing.coursera.org/api/redirectStrict/FWvrFKHqSccB0PmlC6vdOGxZX-IgOkGFrIBHNQFv8YL7n16pjIIaBCfXE6N6o3J-GVRIPwXWGd-jokeZ82t-OA.9ZbPB_0u0lyAEtiI-eHidQ.0V-cV7DuFtyUvkTVGml6RQhnduu7Yrvu4W-wsAJIin6GILZbfsTGonXYdQOY7VtBeGso9_qJBaogTnc3vnRSU39kM6DFJ6mWwD4uaERda62Kgp8zn-QT-055c88eWtuprX008Bk2ayLOlKm27H60ec8Ldb_JZXtX4nArPjAdFSlMOle7qzmbbAtr08XkL1XMddq7Be2c8AHkcUTEMHttQSCxMJzzhZPm7udqXpO6FxYJ1xu_Ulj5cDVgv01W2cUqad59EQpu4PpliuYFcBPR6ALzkYjDcGqcvjmE3ymvIu8). So, you will always be able to use SFrames for free.

If you are not using SFrame, here is the dataset for this assignment in CSV format, so you can use [Pandas](https://eventing.coursera.org/api/redirectStrict/L42mCO45hMc2hIHM-3XQ9AbBJfwrnnzOdonEn4sL7VXn-ETKcUERMyN5Wrsu3oo8bhpovrhFQWVWWRhf5cttXw.F9gYl7lkijdr-CNDbFRfsA.TwaXDMp-IVVSvRPM-hM1VM7o851XgAEhO5S_SNGrdlEHQ0J-3OYFofXEWerf3leOTKz2smQ6J1D4sZb7SOrpyHmL7BMak8amhPCC3e77l7LhqvDhCdfjOXAepc3TKt944J5Utd6yAoDZMax8z4UmWJHXb8yiRjDVHen7u1GmSLJ8jOdf2O2y4pNjEMjT4Qmz-CEpXm6sZDvOCL2MkcXmXTHvNfoE1ak5WTnPPEJjNZIMJk7Eo6IqlTbYJ7oNSFXWv7-nvURg_-qr1DtvsnwRYQ) or other options out there: [home\_data.csv](https://eventing.coursera.org/api/redirectStrict/-n8OhvVELyfOOJ7hi2PafKxaiEqqYvCuY3f37ih8GWeRcuOl1_GlgOz66MHbJGTg_EhRiSoH4b8sDYbxs4Kfsg.7f3YmlnRDcacNSUY2wwG-Q.srMQdUbKIwu1sAhNgSF4SG5U1cNYc6dT-wiFAoBGGOzM91y8vnN-MRoJrFV3xk-35p_l5Ug2XDw4j7d0S-XU89kBUMQm7WrZB9qgP9M0WkgV5qaACJi4O44tLu2S30oD4YIvTKUHVVEmKXDJ0WJN3GkQRwJHw8Hjp4mFlZafTEX6PivraN5zzD7f_ZEnSB094eIYseL3TWwOgPviCW1RvKyAGw3cchcRyxE9btk0bMF5O1JIYpgqNfXCbOSrJ2701Q7rBwkA-FqNvKkuW5S9Zs5_OUQkgQBpdyy4uApO4PFUYXVOkAH2StHU-FmgxhIEYZOr8wqLBVl02OFDtGNgaFqm2ANGX96_YIJ0uhEwnsRg1lx3SQBGCwmxZRBDJJYh)

Watch the video and explore the iPython notebook on predicting house prices

If you haven’t done so yet, before you start, we recommend you watch the video where we go over the iPython notebook on predicting house prices from this module. You can then open up the iPython notebook we used and familiarize yourself with the steps we covered in this example.

What you will do

Now you are ready! We are going do three tasks in this assignment. There are 3 results you need to gather along the way to enter into the quiz after this reading.

**1. Selection and summary statistics:** In the notebook we covered in the module, we discovered which neighborhood (zip code) of Seattle had the highest average house sale price. Now, take the sales data, select only the houses with this zip code, and compute the average price. ***Save this result to answer the quiz at the end.***

***2.*Filtering data:** One of the key features we used in our model was the number of square feet of living space (‘sqft\_living’) in the house. For this part, we are going to use the idea of filtering (selecting) data.

* In particular, we are going to use logical filters to select rows of an SFrame. You can find more info in the[Logical Filter section of this documentation](https://eventing.coursera.org/api/redirectStrict/yEzsTifATgxY5odmNSTU92togHHI3oQBsUPVhS9dWj1Ck2eCtrY7a0VBxlcOPV--Lqu_MBNoKoQBHBZ_N3Ar8w.vjb5dZmNeccyz5K633NOaA.mRAUaulHnufhg1Kty344IkCy1nvqLfD9ERKw0l6uvroqm0jCJ6HHL8javEjFIcNh1sD6v9PDc2EcZ1mQ0GoS4h6feCWzdD8o_UydD6hN0SktfP25Qpj3EdnrQAnXVHCGzurLlER814G-pmTtuQFJlK8Nz7Q9p9xdmWE9ezUpyPxhk0wOIz5IUJ37S-ZqgnAOfm0fZue_3IjxrKQcXHzdSBR4iOD7wfZPWPUEQpkXUMQd-SaKEQhC_ESunZerQFzqRHe2AfQkY6RUNu4RySuYbV3LDBgSDFRH0RYd8P7XXLNy4Z0Zp5FFD4RFVUNp1Y7dVtaDZr0S1eGML-L4V5HnyAdQH2-ct31k4piVFzRYBAMO_g-SH3iA6EFXou0lsawXFQStjODeRMTTu0tLt46oXQ).
* Using such filters, first select the houses that have ‘sqft\_living’ higher than 2000 sqft but no larger than 4000 sqft.
* What fraction of the all houses have ‘sqft\_living’ in this range? ***Save this result to answer the quiz at the end.***

**3. Building a regression model with several more features:** In the sample notebook, we built two regression models to predict house prices, one using just ‘sqft\_living’ and the other one using a few more features, we called this set

my\_features = ['bedrooms', 'bathrooms', 'sqft\_living', 'sqft\_lot', 'floors', 'zipcode']

Now, you will build a model using the following features:

advanced\_features =

[

'bedrooms', 'bathrooms', 'sqft\_living', 'sqft\_lot', 'floors', 'zipcode',

'condition', # condition of house

'grade', # measure of quality of construction

'waterfront', # waterfront property

'view', # type of view

'sqft\_above', # square feet above ground

'sqft\_basement', # square feet in basement

'yr\_built', # the year built

'yr\_renovated', # the year renovated

'lat', 'long', # the lat-long of the parcel

'sqft\_living15', # average sq.ft. of 15 nearest neighbors

'sqft\_lot15', # average lot size of 15 nearest neighbors

]

***Note that using copy and paste from this webpage to the IPython Notebook sometimes does not work perfectly in some operating systems, especially on Windows. For example, the quotes defining strings may not paste correctly. Please check carefully is you use copy & paste.***

* **Compute the RMSE** (root mean squared error) on the test\_data for the model using just *my\_features*, and for the one using *advanced\_features*.

Note 1: when doing the train-test split, make sure you use seed=0, so you get the same training and test sets, and thus results, as we do.

Note 2: in the module we discussed residual sum of squares (RSS) as an error metric for regression, but GraphLab Create uses root mean squared error (RMSE). These are two common measures of error regression, and RMSE is simply the square root of the RSS:

![https://d3c33hcgiwev3.cloudfront.net/imageAssetProxy.v1/vmeyO06CEeWwjBJdtYEHXw_446c07cd5531ee16a08aed03b5f43df5_CodeCogsEqn.gif?expiry=1443916800000&hmac=48HxSOYoihFhytW3lhMRfgkl1CmpehyaUAejCv2iRhI](data:image/gif;base64,R0lGODdhiQATAJAAAAAAAOgAACH5BAkQABAALAAAAACJABMAhExpcQAAAHZ2dqqqqlRUVDIyMmZmZpiYmLq6uszMzO7u7kRERIiIiNzc3CIiIhAQEAAAAQBm/wCZAACZMwCZZgCZmQCZzACZ/wDMAADMMwDMZgDMmQDMzADM/wD/AAD/MwX/ICSOZGmeaKqubHs2QSzPdG3fsavvfN8TCZ9wSCwaS43FcclsOg1Bp3RKXSmU1ZTAERB4DQZFaRuIlgoBaGkgYDAOisNIQTZ4BYQANgsRIMZcd2Bia21vcYVucHIkCwYkAg8mBw8DJgMFAiYGfyIJD2YiBQQlCY98VyeOkJIknCOfoa+eoCUBliMDZSUHmaUJAZ25miQFJrcmDHx9wiTIubsibGck08UlCAElBA6/BqTV2SYEjCPKJNmEZqFTCsYm4iTc8uUi5yLkJfciAu8iBgsIjZDDwB8ESwL2jDDggB2ghe1OkWCAa4xBgAIhMHS4sKGKUQMOECjQ4IScAa0g/zQI4mCfiCsBHhBoNqJAJgMPJDJJIOBZTRQgRZI0AVMmTQhFZ56IphEcLwjAciFlikRkgHpTOyGoiOIbga9gwRI7YXMiV2dmvqFoYBWrCLZ5sMaTpg1bSQUBSuLSxaLgmgDqCB0tks2MQXR16a7wm4LxiH6uEg8cUWnlP4UqaSLAbOCwyrNHHGA54JbfRckNNO9JjQ2zg7EQCnTTV5PiiJa8zgo4+3pTCq9hw8KelDd2it41Z4s4oLsi8zFc8TYroIS1ynIjR8Ao2UjhAJ0qg+kbziTnAZdzxNes/meBd53uq+nsp6ciggKk/z1wwIhBJ/pKPUbHHbqhQcAd3ABGBSEDAXhmWn0j3JdfHwN6oVuFuy2joRB4obfhhyCyMNiHIQAAOw==)

RMSE can be more intuitive, since its units are the same as that of the target column in the data, in our case the unit is dollars ($).

* **What is the difference in RMSE between the model trained with my\_features and the one trained with advanced\_features?** ***Save this result to answer the quiz at the end.***