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# Preface

–

## 0.1 How to use this book

–

## 0.2 What this book is and what this book isn’t

–

### 0.2.1 It takes a village of books

–

## 0.3 What you need to know to use this book

–

## 0.4 What you need installed to ue this book

–

devtools::install\_github("santiagobarreda/bmmb")

## 0.5 Why go Bayesian?

–

## 0.6 Statistics as Procedural knowledge

–

# 1 Introduction: Experiments and Variables

Each chapter of this book will involve the analysis or discussion of data resulting from two perceptual experiment carried out by a group of fifteen listeners. The first 8 chapters will focus on an experiment investigating the perception of height from speech, and a second experiment investigating vowel perception will be introduced in Chapter 9. As noted in the preface, a basic working knowledge of R is assumed and a familiarity with basic statistics is helpful, though not strictly necessary. The preface also provides suggested readings for those wanting to do some background reading on R or statistical inference. In this chapter we will discuss the data for the first experiment, introduce some basic concepts related to variables and probabilities, and provide a very basic introduction to R along the way. For information about the software you need installed to follow along with the examples in the chapter, please see section X.

## 1.1 Experiments and effects

An **experiment** is a procedure or process than can help answer some research question. Obviously, when defined so broadly almost anything can be an experiment. In fact, when a child touches a hot stove to see what it feels like, they are conducting an experiment which provides essential information about their world. In an academic context, experiments are expected to be **scientific**. However, there is no definition of *scientific* that transcends space and time. What is considered ‘scientific’ is determined by what scientists in a specific time and place consider to be scientific, and this can change, and has changed, substantially over time. At the moment, in most contexts, a research project is ‘scientific’ when it generally conforms the the **scientific method**. Of course, just as with **science** and scientific, there is no *single* scientific-method, no single true definition that can be referred to. Instead, the scientific method consists generally of a process in which researchers: 1) Ask questions based on gaps in their knowledge about the world, 2) Collect data that can help answer their questions, 3) Evaluate their questions in light of their data, and 4) Reach conclusions where possible, synthesize their conclusions with their previous knowledge about the world.

Modern ‘scientific’ work usually involves the collection of empirical measurements, the quantification of patterns in these measurements, and the qualitative description of the quantitative patterns in the measurements. As a result, much modern scientific work yields large quantities of numeric values, observed under different conditions, which the researcher must then analyze in order to understand. For example, imagine an experiment about whether caffeine makes people talk faster. Subjects are asked to drink either a cup of regular or decaffeinated coffee. After a 30-minute wait they are asked to read a passage aloud and the duration of the reading is measured. Basically we are measuring two different values, “the amount of time it takes people to read a passage of text”, and “the amount of time it takes people to read this passage of text after consuming caffeine”. Our experiment allows us to ask: is “the amount of time it takes people to read this passage of text” *the same thing* as “the amount of time it takes people to read this passage of text after consuming caffeine”? Another way to look at this is that we are interested in the **effect** of caffeine on reading times. By ‘effect’ we mean the ability of caffeine to change the characteristics of our observation (reading times) in some way. For example, if the average reading times were the same in both groups we would conclude that “caffeine has no *effect* on reading times”. In contrast, if reading times were 800 milliseconds seconds shorter in the caffeine group, we might conclude “caffeine has the effect of reducing reading times by 800 milliseconds”.

Our experiment on reading times is specifically constructed to investigate the effect of caffeine on readings times. If the speakers in our experiment were randomly assigned to conditions, there is no particular reason to expect that their reading times would be different *in the absence* of the caffeine. So, if we find that people read faster in the caffeine group, we may infer that it is the caffeine that has had the *effect* of causing the increase in speaking rate. This same logic applies in situations where we do not randomly assign subjects to groups, as long as we are careful in creating equivalent groups. Consider the same experiment about speaking rate carried out with groups based on speaker gender rather than drinking coffee. In this case the question would be “is the amount of time it takes men to read this passage of text the same amount of time that it takes women to read this passage of text”. If the speakers are generally similar in important characteristics (e.g., dialect, age, cultural background) *apart* from gender, then any group differences may be attributable to the effect for gender on speaking rate.

What we are describing in the above paragraph are **controlled experiments**, experiments where the researcher takes an active role in ensuring the ‘fairness’ of the experiment. The notions of control and fairness and somewhat hazy, and are perhaps more gradient than discrete (i.e. ‘controllved’ vs. ‘uncontrolled’). However, some situations clearly do not lead to ‘fair’ outcomes. For example, what if the caffeine group of readers were all first language English speakers, and the decaf group had substantial number of second language speakers. The ceffeine group may very well read faster simply because they are more polished readers, independently of the effects of caffeine. Whenever possible, researchers avoid situations like this by exerting *control* over their experiments, both in the structure of their experiments and in the recruiting and assignment of their participants to experimental conditions.

All of the experiments discussed to this point would result in one (or more) reading time per subject per group. Due to random between-speaker variation (among other things), there is no chance whatsoever that the average readings times across both groups will be exactly identical, even if caffeine has no effect on reading times at all. Actually, if you re-ran the experiment, there is basically no chance that the group means would match themselves exactly in the replication. And yet, there is the possibility that caffeinated reading times are *actually* different in a way that the random variation of groups across replications is not. So, how can we ever establish that our measures are *actually* different and don’t just *appear* to be different because of randomness? It is precisely this problem that has motivated scientists use statistical analyses to help answer their research questions.

## 1.2 Experiments and inference

This book is about statistical inference. We will talk about the ‘statistics’ part in more detail in the next chapter, but we can talk about the ‘inference’ part now. **Inference** is a form of reasoning that allows you to go from a limited number of observations to a general conclusion. For example, you may arrive at a newly discovered island and see white cats wandering around. If you are there for a while and continue to observe only white cats, you may conclude “all the cats on this island are white”. If you do this you have made what is called an **inductive** inference: You have gone from a set of observations (the cats you saw) to a general conclusion about all the cats on the island. Often, experiments are not just about observing and measuring certain effects, but also about making inferences regarding those effects. For example, in the reading time experiment described above the researchers are not specifically interested in the reading times of the people in the experiments (i.e., the cats they saw) but rather about the reading times of people more generally (i.e. all the cats on the island).

Since inductive inference seeks to go from limited observation to general rules or principles, it has a central weakness. For example, your inference that only white cats exist on the island is on solid ground until you see a cat that is not white. Can you be sure this won’t happen? You can’t, because fundamentally you don’t know what you don’t know and you can’t be sure that what hasn’t happened yet will never happen. This is called **the problem of induction** and it is a fundamental weakness of inductive reasoning.

It’s useful to be aware of the fundamental limitations of trying to understand general patterns given limited sets of observations, and to be generally skeptical. It is also useful to think about how we can reason in a way that might minimize the odds of inferential mistakes, especially by including our general knowledge of the world (and the specific topic) in our reasoning. For example, rather than observing white cats and leaving it at that we can ask: Why are the cats white? Do evolutionary pressures cause them to be white? How do their genetics ensure that all members of the species will be white? Is there any chance non-white cats could enter into the population? Considering the answers to questions like this, in combination with our observations, can make inferences like “all cats on this island are white” more reliable.

For example, the examples above involved the effect of caffeine on reading times. We are interested in generalizing to the human population based on what is a tiny sample of humans (relatively speaking). If we make the claim “caffeine speeds up reading times”, are we extending that to all humans, or at least to all English speakers? Past, present and future? That is a bold claim based on a small number of data points, or it would be in the total absence of any world knowledge and prior expectations. Of course, we know that caffeine is a stimulant and seems reasonably likely to make people read faster. As a result, the finding fits within our larger world view and, as a result, we may accept as likely to be ‘true’. In contrast, suppose that the two groups had instead drank plain water, one ‘regular’ and one dyed with blue food coloring. In this situation we may be skeptical of any finding for an effect for the food coloring. This is because there is no reason to suppose that there is an effect. Since this finding does not conform to any prior knowledge about the world, it is the sort of inference that may turn out to be less reliable, in the long run.

## 1.3 Our experiment

As noted above, each chapter in this book will feature the analysis of data from a perceptual experiment. In this section we provide information about the experiment in general, the design of the experiment, the general research questions this experiment can address, and an overview of the data resulting from our experiment.

### 1.3.1 Our experiment: Introduction

Any group of speakers will ‘sound’ different from each other even when they are all saying the ‘same’ word. These between-speaker differences can, in some cases, be systematically be associated with speaker characteristics such as age, height, and gender. So, tall speakers may tend to sound one way, while shorter speakers may tend to sound other ways. As a result, although it may sound odd to talk about how tall someone *sounds*, listeners are able to use the information in a speaker’s voice to *guess* information about the speaker. We call this information the speaker **indexical characteristics**, social and physical information regarding the speaker that is understood from the way someone speaks. We can ask two different question with respect to assessments of indexical characteristics from speech: 1) Are they accurate, and 2) How do they arrive at their guesses? Generally speaking, listeners are often not very accurate in their judgments of indexical characteristics, however, they are very consistent in the errors that they tend to make. For example, if one voice is incorrectly assumed to belong to some sort of speaker, it will often be the case that this mistake is a regular occurrence.

Generally, the ‘guessing’ of speaker characteristics is dominated by two acoustic cues: Voice pitch and voice resonance. Voice **pitch** can be thought of as the ‘note’ someone produces with their speech. When you sing you produce different notes by producing different pitches. The pitch of a sound is related to the vibration rate of the thing that produced the sound, because repetitive vibration produces a repetitive sound wave that humans perceive as musicality. Human voice pitch is regulated by changing the vibration rate of the vocal folds in your larynx. You can feel this vibration if you hum a song and press your fingers against the middle of the front of your neck. Pitch is an **auditory sensation**, a *feeling* you have in relation to an acoustic event, a sound. When you hear two sounds, you can order them based on which *sounds* lower/higher than the other. That’s pitch. Since this quality cannot be directly measured, scientists measure the **fundamental frequency** (f0) of the sound to quantify its pitch. The f0 of a sound is measured in **Hertz** (Hz), which measures how many times a sound repeats itself in a given second.

Generally speaking, smaller things tend vibrate at higher rates than larger things. This holds for vocal folds as well; shorter vocal folds tends to want to vibrate at higher rates thereby producing speech with a higher pitch. As a result, generally speaking, larger speakers tend to produce speech with a lower pitch. Since the vocal folds generally grows as one ages into adulthood, voice pitch may be an indicator of age between young childhood and adulthood. What we mean is that pitch may be able to help you distinguish a 5 year old from an 18 year old but maybe not an 18 year old from a 30 year old. In addition to general age-related changes, the vocal folds tend to increase in size quite a bit during male puberty so that post-pubescent males tend to produce speech with a lower pitch than the rest of the human population. As a result of these relations, a voice with a lower voice pitch is more likely to *older*, *taller*, and *more male* than a voice with a higher pitch. The relationships between age, height, gender and f0 are presented in Figure 1.1
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Figure 1.1: (left) Average height of males and females in the United states of America, organized by age (cite). (middle) Estimated vocal-tract length for male and female speakers between from 5 years of age until adulthood, based on the acoustic data provided in Lee at al. (?). (right) Average f0 produced by male and female speakers between from 5 years of age until adulthood.

**Resonance** can be thought of as the ‘size’ of a sound. For example, a violin and a cello can be playing the same note (with the same pitch), but a cello ‘sounds’ bigger. This is because it resonates lower frequencies by virtue of being a larger structure. In the same way, speakers with longer vocal tracts (the space from the vocal folds to the lips) tend to ‘sound’ bigger by producing speech with lower frequencies overall. We don’t really have good words to describe what resonance ‘sounds’ like, but a small resonance (short vocal tract) sounds ‘heliumy’. When a person breathes helium and speaks, their speech does not go up, but their **resonance** frequencies increase (for more information on this, see the Appendix). Long vocal tracts sounds like slow motion speech (think of someone saying “noooooooooooooooooo….” when something bad is happening in slow motion in a movie), and this is because slowing down the playback of a recording simulates a lowering of resonance frequencies in speech. In fact, size simulation by resonance manipulation is how the recordings for ‘Alvin and the chipmunks’ were originally created. A low-pitched male singer was recorded singing abnormally slow, and the recording was sped up in order to simulate a speech with a very high resonance (and an associated very short vocal tract).

There are many ways to measure the resonance of a voice. In our data we will use speech acoustics to directly estimate the length of the vocal tract that produced it, in centimeters (in the manner described in the Appendix). So, our measure of voice resonance will not be acoustic at all but will instead measure the physical correlate of the vocal tract expected to have produced the speech sound. In general, lower frequencies overall suggests a lower voice resonance which in turn suggests a longer vocal tract length in centimeters. There is a strong positive relationship between vocal-tract length and body length (i.e. height) across the entire human population. This means that as a person is taller, their vocal-tract is expected to be longer and their voice resonance is expected to be lower. Since height increases from birth into adulthood, this means that voice resonance can be used to predict both height and age. In addition, adult males tend to be somewhat taller than adult females in most populations, with the difference of about 15 cm in the United States. As a result, voice resonance can be used to infer the gender of adult speakers, and possibly that of children as well. These relationships are shown in Figure 1.1.

So, voice pitch and voice size are independent ways that someone can acoustically ‘sound’ bigger/smaller, older/younger, and male/female. The experiment to be described below involves a **perceptual experiment** involving **behavioral measures**. This means that in this experiment human listeners were played auditory stimuli (words) and were asked to listen to then and answer questions regarding what they heard. The experiment was designed to investigate the way that speech acoustics are used by listeners to determine the age, gender, and height of speakers, and the way that these decisions affect each other.

### 1.3.2 Our experimental methods

Our listeners were 15 native speakers of American English. Listeners were presented with the word “heed” produced by 139 different speakers of Michigan English. These speech samples were recorded by Hillenbrand et al (1995) and are available on the GitHub page associated with this book. So, this experiment featured 139 unique **stimulus** sounds that the listeners in the experiment were asked to respond to. The stimuli used were productions by 48 adult females, 45 adult males, 19 girls (10-12 years of age), and 27 boys (10-12 years of age). These speakers showed substantial variation in their voice pitch and resonance as measured by their f0 and estimated vocal-tract length (as will be discussed in section 1.5). In addition to the natural acoustic variation that exists between speakers, voice resonance was also manipulated experimentally. All stimuli were manipulated by shifting the spectral envelope down by 10%, simulating an increase in speaker size of approximately 10%. This acoustic manipulation is similar to the one carried out to make voices such as those of ‘Alvin and the Chipmunks’ sound small, but in reverse. (and pitch was not affected) By manipulating the spectral envelope of each word, we created two versions, the original and a manipulated version intended to ‘sound bigger’.

Each listener responded to all 278 stimuli (139 speakers x 2 resonance levels), for a total of 4170 observations across all listeners (15 listeners x 278 stimuli). Stimuli were presented one at a time, randomized along all stimulus dimensions. This means that tokens were thrown in one big pile and selected at random in a way that a stimulus was never predictable based on the previous one. For each trial, listeners were presented with a single word at random and were asked to:

1. Indicate whether they thought the speaker was a “boy 10-12 years old”, a “girl 10-12 years old”, a “man 18+ years old”, or a “woman 18+ years old”. This is the **apparent speaker category**.
2. Estimate the height of the speaker in feet and inches (converted to centimeters for this the discussion in this book). This is the **apparent speaker height**.

Our intention is to analyze the apparent height judgments provided by listeners in order to better understand them. To do this we will use acoustic descriptions of the different speakers’ voices, focusing on their fundamental frequency of their speech, and the vocal-tract length implied by their speech (estimated using the method described in the appendix). In addition, we will use the judgments made by listeners regarding the age and gender of the listener to better understand their use of acoustic in speaker height estimation.

### 1.3.3 Our research questions

This experiment is meant to investigate how listeners use speech acoustics to estimate the height of unknown talkers. Also, the results will let us investigate the possible relationship between the perception of talker size and the perception of talker category. Specific research questions will be discussed in each chapter, however, a general overview will be provided here. The expectations to be outlined below are based on the empirical relationships between these measurements and characteristics outlined above, and shown in Figure 1.1. The assumption is that listeners are familiar with the relationships between height and speech acoustics, and ‘somehow’ use the information in speech to guess the height of speakers. So, for example, if we know that a speaker with an f0 of 100 Hz is usually an adult male and is usually about 176 cm tall, we expect listeners will identify speech stimuli with an f0 near 100 Hz as produced adult male speakers who are about 176 cm tell.

Listeners were asked to provide two responses, speaker height and speaker group. The four speaker groups can be split according to two characteristics: The age of the group and the gender of the group (boy = male child, girl = female child, man = male adult, woman = female adult). So, we can consider that listeners reported the height, the age and the gender of the speaker, for each sound they listened to. In general, we expect that the perception of maleness will be associated with the perception of taller speakers, in particular for older speakers. The perception of adultness should be associated with taller speakers for either gender.

In terms of the acoustic variation in speaker voices, lower frequencies, whether f0 or resonances, are expected to be associated with taller and older speakers. For postpubescent speakers, low frequencies, particularly in f0, can also be an indicator of maleness. It is possible that the acoustic information in voices might be used differently based on the apparent class of the speaker. For example, maybe listeners used f0 one way when they think the speaker was an adult and another way when they think the speaker was a child. In addition, it is possible that different listeners used the acoustic information in ways that were systematic within-listener, but which differ arbitrarily from each other between listener.

### 1.3.4 Our experimental data

The data associated with this experiment is available in the bmmb package (discussed in section X), and can be accessed using the code below:

library ("bmmb")  
data (height\_exp)

The code above loads our data and places it into our workspace in a, object called height\_exp. Below we use the head function see the first six lines of the data for the experiment. Our data is in *long* format so each row is a different individual observation and each column is a different piece of information regarding that observation. Each individual trial (a single row) represents an individual listener’s response to a single stimulus word played to them. So, we know that this data frame has 4170 rows to represent the 4170 observations in our data.

# see first 6 rows  
head (height\_exp)  
## L C height R S C\_v vtl f0 dur G A  
## 279 01 b 121.9 a 1 b 12.2 277 237 m c  
## 280 01 b 132.1 b 1 b 12.2 277 237 m c  
## 281 01 g 129.3 a 2 b 12.4 287 317 f c  
## 282 01 w 156.2 b 2 b 12.4 287 317 f a  
## 283 01 b 141.0 a 3 b 11.6 219 277 m c  
## 284 01 b 130.6 b 3 b 11.6 219 277 m c

If this were data that you collected and wanted to analyze, you would likely have it somewhere on your hard drive in a csv file, or some equivalent data file. If you were to open this data in Excel (or a similar software) you would see your data arranged in rows and columns. Below we write our data out as a csv file so that we can have a look at it outside of R.

write.csv (height\_exp, "height\_exp.csv", row.names = FALSE)

We can get more information about our data using the str function, which tells us that our data is stored in a data frame. A **data frame** is a collection of vectors that can be of different types, but which must be of the same length. A **vector** is a collection of elements of the same kind. Below, we see that the str function tells us about the vectors comprised by our data frame.

str (height\_exp)  
## 'data.frame': 4170 obs. of 11 variables:  
## $ L : chr "01" "01" "01" "01" ...  
## $ C : chr "b" "b" "g" "w" ...  
## $ height: num 122 132 129 156 141 ...  
## $ R : chr "a" "b" "a" "b" ...  
## $ S : num 1 1 2 2 3 3 4 4 5 5 ...  
## $ C\_v : chr "b" "b" "b" "b" ...  
## $ vtl : num 12.2 12.2 12.4 12.4 11.6 11.6 11.9 11.9 12.1 12.1 ...  
## $ f0 : int 277 277 287 287 219 219 260 260 244 244 ...  
## $ dur : int 237 237 317 317 277 277 318 318 242 242 ...  
## $ G : chr "m" "m" "f" "f" ...  
## $ A : chr "c" "c" "c" "a" ...

We see three kinds of vectors in our data: int indicating that the vector contains integers, num indicating that the vector contains real numbers, and chr indicating that the vector contains elements made up of characters (i.e. letters or words), or numbers being treated as if they were letters (i.e. as symbols with no numeric value). For example our data contains a column called height that contains the numeric values 122, 132, 129, 156, 141, and so on. The information represented in each column is:

* L: A number from 1-15 indicating which *listener* responded to the trial, being treated as a character.
* C: A letter representing the speaker *category* (b=boy, g=girl, m=man, w=woman) reported by the listener for each trial.
* height: A number representing the *height* (in centimeters) reported for the speaker on each trial.
* R: A letter representing the *resonance* scaling for the stimulus on each trial. The coding is a (actual) for the unmodified resonance and b (big) for the modified resonance (intended to sound bigger).
* S: A number from 1-139 indicating which *speaker* produced the trial stimulus.
* C\_v: A letter representing the *veridical* (actual) speaker category (‘b’=boy, ‘g’=girl, ‘m’=man, ‘w’=woman) for each speaker for each trial.
* vtl: An estimate of the speaker’s *vocal-tract length* in centimeters.
* f0: The speaker’s average *fundamental frequency* (f0) measured in Hertz.
* dur: The *duration* of the vowel sound, in milliseconds.
* G: The *apparent gender* of the speaker indicated by the listener, f (female) or m (male).
* A: The *apparent age* of the speaker indicated by the listener, a (adult) or c (child).

We can access the individual vectors that make up our data frame in many ways. One way is to add a $ after the name of our data frame, and then write the name of the vector after. This is shown below for our vector of heights.

height\_exp$height

Calling the command above will write out the entire vector to your screen, all 2780 observations of height responses that make up our data. Using the head function will show you the first six elements of an object, and you can get specific elements of the vector using brackets as shown below.

# show the first six  
head (height\_exp$height)  
## [1] 121.9 132.1 129.3 156.2 141.0 130.6  
  
# show the first element  
height\_exp$height[1]  
## [1] 121.9  
  
## show elements 2 to 6  
height\_exp$height[2:6]  
## [1] 132.1 129.3 156.2 141.0 130.6

Below, we use two sets of brackets to retrieve the height vector using its position in the data frame (first example), or its name (second example).

head( height\_exp[[3]] )  
## [1] 121.9 132.1 129.3 156.2 141.0 130.6  
  
head( height\_exp[["height"]] )  
## [1] 121.9 132.1 129.3 156.2 141.0 130.6

We can also retrieve the height vector by using a single set of parentheses as shown below. This method relies on treating the data frame as a matrix whose elements are arranged on a grid. Each element of the grid can then be accessed by providing x and y grid coordinates in single brackets as in [x,y]. Below we retrieve the entire third column by specifying a column number (or name) but leaving the row number unspecified.

head( height\_exp[,3] )  
## [1] 121.9 132.1 129.3 156.2 141.0 130.6  
  
head( height\_exp[,"height"] )  
## [1] 121.9 132.1 129.3 156.2 141.0 130.6

Below we use the same method to recover the entire first row of the data frame, and then the second element of the first row (or, from another perspective, the first element of the second column).

height\_exp[1,]  
## L C height R S C\_v vtl f0 dur G A  
## 279 01 b 121.9 a 1 b 12.2 277 237 m c  
height\_exp[1,2]  
## [1] "b"

## 1.4 Variables

Each of the columns in the height\_exp data frame can be thought of as a different variable. **Variables** are placeholders for some value, whether we know it or not. For example I can say “my weight is pounds”, or “this data represents a response provided by experimental subject ”. Ir our data, our variables take on different values from trial to trial, and the values of these variables tell us about the different outcomes and conditions associated with the trial. In this section we are going to discuss different aspects of variables, especially as they pertain to the analysis of experimental data.

### 1.4.1 Populations and samples

Anything that varies from observation to observation in an unpredictable manner can be though of a **random variable**. For example, your exact weight varies from day to day around your ‘average’ weight. In principle, you could probably explain exactly why your weight varies from day if you were so inclined. However, in practice you are probably not exactly sure *why* your weight is a bit higher one day and a bit lower the next. So, your weight is a random variable not necessarily because it is *impossible* to know why it varies, but simply because you don’t currently have the means to predict its value on any given observation.

In order to answer questions about reasonable values for variables of interest, scientists often collect measurements of that variable. These measurements can help us understand the most probable values of this variable, and the expected range of the variable, even if its value for any given observation in unpredictable. For example, although you may not know your exact weight in any given day, if you weigh yourself with some regularity you may have enough observations to have a pretty good idea of what your weight might be tomorrow. In addition, your expectation may be so strong that a large deviation from it would be more likely to result in your buying a new scale than believing the measurement.

The measurements you make of a random variable are called **samples**. A sample is a finite set of observations that you actually have. The **population** is the (hypothetical) larger group of all possible observations that you are *actually* interested in. The population is the entire set of possible values of the random variable. For example, the population of “f0 produced by adult women in the United States” contains all possible values of f0 produced by the entire set of women from the United States. Our sample is the specific set of observations we have from our set of speakers.

Usually, a scientist will collect a sample to make inferences about the population. In other words, we are interested in the general behavior of the variable itself, not just of the small number of instances that we observed. For example, Hillenbrand et al. collected their data to make inferences about speakers of American English in general, and not because they were particularly interested in the specific speakers in their sample. Hillenbrand et al. collected speech samples from a relatively small sample of speakers to make inferences about the whole population of speakers in the United States. Similarly, we are not specifically interested in the opinions of the 15 listeners in our data, but about what their behavior might tell us about the population of human listeners in general.

### 1.4.2 Dependent and Independent Variables

We can make a very basic distinction between variables that we want to explain or understand, and variables that we *use* to explain and understand. The variables we want to explain are our **dependent variables**, they are usually the variables we measure or observe in an experiment. The variables that we use to explain and understand our measurements are our **independent variables** (sometimes called explanatory variables).

Dependent variables can often be **random**, which means their values are not knowable **a priori** (before observation). For example, you may have some expectation about what your weight might be before you get on a scale, but in general you can’t know exactly what it will say with certainty before collecting the observation. Although the exact values of our dependent variables can vary somewhat unpredictably from trial to trial, in the context of an experiment there is the general expectation that these values will *depend* in some way on the other variables in the experiment. For example, in this experiment we modified the stimuli so that some are expected to ‘sound’ bigger than others. As a result, the reported height we expect for any given trial *depends* on the value of the R (Resonance) variable in our data, among other things.

Variables that help predict the response (dependent) variables and are sometimes referred to as independent variables because their values are not considered to depend on those of the other predictors. More specifically, we can say the values of our independent variables are not assumed to depend on the values of the other variables in our experiment within the context of our experiment, or in a manner that directly relates to the relevant research questions.

Our experiment has two response variables: the apparent height (height) reported for each trial, and the apparent speaker category (C) reported for each trial. Our experiment also involves several variables that could be used to understand our responses (i.e. every other variable in the data). Whether a variable is dependent or independent depends on the research question and on the structure of the model more than on some inherent property of variables and data. For example, the data in height\_exp could be used to understand variation in voice pitch (f0) across speakers groups. In this case f0 would be the dependent variable and the veridical speaker category (C\_v) would be the independent variable. Another researcher may chose to model how perceived height varies as a function of f0 and speaker group. In this case height would be the dependent variable and f0 and C\_v would be the independent variables.

### 1.4.3 Categorical variables and ‘factors’

**Categorical** variables, also sometimes called **nominal variables**, are variables that take on some set of non-numeric, usually character values. Often, categorical variables are the labels that we apply to objects or groups of objects. For example, gender is a nominal variables with possible values of ‘male’ and ‘female’ among others. In our experiment data, C, S, L, R, and C\_v are nominal variables. Categorical predictors are often called **factors**. Factors can take on a limited number of values, called **levels**. For example if your factor is “word category” you factor levels may be “verb” and “noun” (among others). If your factor is “first language” your levels may be “Mandarin” and “Hindi”. The factors and factor levels involved in your experiment are selected (and named) arbitrarily by you.

A factor is actually a data type in R. It’s very similar to a vector of words but it has some additional properties that are useful. For example, consider our C\_v predictor, which tells us which category each speaker falls into. Initially it is a character vector. We see that the first few tokens are produced by boys (b), and that there is no numerical value associated with these letter labels. The unique function returns all unique labels in the vector, in the order that they appear in the vector.

# see the first 6 observations  
head (height\_exp$C\_v)   
## [1] "b" "b" "b" "b" "b" "b"  
  
# class starts as a character vector  
class (height\_exp$C\_v)   
## [1] "character"  
  
# no numerical values, you will see NAs  
head (as.numeric (height\_exp$C\_v))   
## Warning in head(as.numeric(height\_exp$C\_v)): NAs introduced by coercion  
## [1] NA NA NA NA NA NA  
  
# we can see the number of unique groups  
unique (height\_exp$C\_v)   
## [1] "b" "g" "m" "w"

We can turn the character vector C\_v into a factor vector C\_v\_f. The benefit of this is that these nominal labels now have associated numerical values. Many R functions turn your nominal (non-numeric) predictors into factors, and doing this yourself gives you control over how this will be handled.

# we can turn it into a factor in R  
height\_exp$C\_v\_f = factor(height\_exp$C\_v)   
  
# now it has official levels  
levels(height\_exp$C\_v\_f)   
## [1] "b" "g" "m" "w"  
  
# now each level has numerical values  
table (height\_exp$C\_v\_f, as.numeric (height\_exp$C\_v\_f))   
##   
## 1 2 3 4  
## b 810 0 0 0  
## g 0 570 0 0  
## m 0 0 1350 0  
## w 0 0 0 1440

By default, factor levels are ordered alphabetically. You can control this behavior by re-ordering the factor levels as below:

height\_exp$C\_v\_f = factor (height\_exp$C\_v, levels = c('w','m','g','b'))  
  
levels (height\_exp$height\_exp)  
## NULL  
  
# note that 'm' is now the second category  
table (height\_exp$C\_v\_f, as.numeric (height\_exp$C\_v\_f))   
##   
## 1 2 3 4  
## w 1440 0 0 0  
## m 0 1350 0 0  
## g 0 0 570 0  
## b 0 0 0 810

Although our factors seem to have an ‘order’ this is only because items can only be discussed and presented one at a time, and so there must be some order in our nominal variables at some level of organization. For example, when presenting effects and plotting figures, you literally do have to decide to show one effect first and another second. However, the ordering of factors is **exchangeable** meaning it does not in any way affect our analysis. For example, the listeners and speakers in our experiment received unique numbers. However, listener 1 is not the listener who ‘most’ has the quality of listener, and speaker 8 is not twice the speaker that speaker 4 is. In other words, although we must commit to some order in our factors in order to organize our data, this ordering is arbitrary and not meaningful.

There is a special kind of nominal variable called an **ordinal** variable where the ordering of the categories *is* meaningful. These variables are halfway between numbers and labels: They faithfully represent the order (**rank**) of categories but not the difference between them. For example, consider the first, second, and third place runners in a race. These are ordinal labels. You know who finished before/after who, but don’t know anything about how much of a difference there was between the runners. As a result, these variables seem to have some of the properties of numbers, while not being totally like ‘real’ numbers. We will discuss the prediction of ordinal dependent variables in more detail in Chapter X.

### 1.4.4 Quantitative variables

Unlike nominal variables, quantitative variables let us represent the relative ordering of different observations *and* the relative differences between different observations. Some examples of quantitative variables are time, frequency, and weight. In our experiment data, height is a quantitative dependent variable, and f0, vtl, and duration are quantitative independent variables.

A distinction is made between **continuous** and **discrete** quantitative variables. Continuous variables have infinitely small spaces between adjacent elements (like the real numbers), at least in principle. On the other hand discrete variables have gaps between the possible values of the variable, like the integers. For example, things like time are naturally continuous while things like counts are naturally discrete.

When we are using a quantitative variable as our dependent variable, there is usually the expectation that is is continuous rather than discrete. In practice all measures stored on computers are discrete and many continuous values (e.g. reaction times) can be measured with a maximal precision, resulting in discrete values. For example, a chronometer that measures reaction times to the millisecond contains only 1000 possible values between zero and one second. Similarly, human height is difficult to measure to much less than a centimeter of precision, making height measurements effectively discrete. Below are some more questions that will help you decide if you should treat a variable as quantitative, even if it ‘discrete’:

* Is the underlying value continuous? Many variables are discrete in practice due to limitations in measurement. However, if the underlying value is continuous (e.g., height, time) then this can motivate treating the measurement as a quantitative dependent variable since fractional values ‘make sense’. For example, even if you measure time only down to the nearest millisecond, a value of 0.5 milliseconds is possible and interpretable. In contrast, a value of 0.5 people is not.
* Is the variable on a ratio or interval scale? An interval scale means that distances are meaningful, and an ratio scale means that 0 is meaningful. This characteristic is a prerequisite for a quantitative value to be used as a dependent variable.
* Are there a large number (>50) of possible values the measured variable can take? For example a die can only take on 6 quantitative values, which is not enough.
* Are most/all of the observed values far from their bounds? Human height does not really get much smaller than about 50 cm and longer than about 220 cm, so it is technically bounded. However, in most cases our observations are expected to not be clustered at the boundaries.

If you answered yes to all or most of these questions, it is probably ok to treat a quantitative variable as if it were continuous, though this determination really needs to be made on a case by case basis.

### 1.4.5 Logical variables

Before finishing with variables, we need to talk about one type that does not appear in our data, but that will come up often. **Logical** variables in R can only take one of two values: TRUE and FALSE. Below we use two equal signs to test for the equality of two values, and != to check for an inequality. Notice that we can check for the equality of numbers or characters.

2 == 1  
## [1] FALSE  
"hello" == "hello"  
## [1] TRUE  
"hello" != "hello"  
## [1] FALSE

We can also check for inequalities between numbers:

2 > 1  
## [1] TRUE  
2 >= 1  
## [1] TRUE  
2 < 1  
## [1] FALSE  
2 >= 1  
## [1] TRUE

One useful fact is that the logical values of TRUE and FALSE have numeric values of 1 and 0, as seen below. In each case, TRUE is equal to 1 so the expression evaluates to 2.

TRUE + 1  
## [1] 2  
(2 == 2) + 1  
## [1] 2

When logical operators are applied to vectors, the operation is evaluated for each element of the vector, as below, and a vector of logical values is returned. When combined with the numeric values of logical variables, this means that we can easily calculate the number of times a certain condition was met in the vector.

# is the values less than or equal to 3?  
c(1,2,3,4,5,6,7,8,9,10) <= 3  
## [1] TRUE TRUE TRUE FALSE FALSE FALSE FALSE FALSE FALSE FALSE

Below, we find whether each element of the vector is or is not greater then or equal to three. This results in a vector of logical values equivalent to a vector of ones and zeros. When we find the sum of the vector of logical values, we find the number of times in which the condition was met. Below, we see that three of the elements in this vector satisfy our condition.

logical\_vector = c(1,2,3,4,5,6,7,8,9,10) <= 3  
  
as.numeric (logical\_vector)  
## [1] 1 1 1 0 0 0 0 0 0 0  
  
sum (logical\_vector)  
## [1] 3  
sum (c(1,2,3,4,5,6,7,8,9,10) <= 3)  
## [1] 3

There is one other very important use for vectors of logical values, and this is to extract subsets of your data that meet certain conditions. Below we create a vector of logical values that indicate whether the f0 for a trial is below 175 Hz or not. We can see that this vector has 4170 elements, one for every row in our data, and that 1290 trials satisfied our condition. This is nothing more than a bigger version of the same process we just carried out above with our logical\_vector.

f0\_idx = height\_exp$f0 < 175  
str (f0\_idx)  
## logi [1:4170] FALSE FALSE FALSE FALSE FALSE FALSE ...  
sum (f0\_idx)  
## [1] 1290

Recall that we can access individual rows of our data frames by placing this information before a comma, inside brackets following the name of the data frame (as seen below). When we use a logical vector in this way, the effect is to include every row that equals TRUE and to omit every row that equals FALSE in the vector. Below we use our f0\_idx vector to create a new data frame called low\_f0 containing only productions with f0 below 175 Hz.

low\_f0 = height\_exp[f0\_idx,]  
str(low\_f0)  
## 'data.frame': 1290 obs. of 12 variables:  
## $ L : chr "01" "01" "01" "01" ...  
## $ C : chr "m" "m" "m" "b" ...  
## $ height: num 172 177 176 188 178 ...  
## $ R : chr "a" "b" "a" "b" ...  
## $ S : num 47 47 48 48 49 49 50 50 51 51 ...  
## $ C\_v : chr "m" "m" "m" "m" ...  
## $ vtl : num 14.8 14.8 15.6 15.6 15.5 15.5 14.5 14.5 15 15 ...  
## $ f0 : int 172 172 108 108 96 96 134 134 122 122 ...  
## $ dur : int 339 339 236 236 315 315 240 240 241 241 ...  
## $ G : chr "m" "m" "m" "m" ...  
## $ A : chr "a" "a" "a" "c" ...  
## $ C\_v\_f : Factor w/ 4 levels "w","m","g","b": 2 2 2 2 2 2 2 2 2 2 ...  
max(low\_f0$f0)  
## [1] 172

We can use the ! operator, which basically means ‘not’ to flip each TRUE to FALSE (and vice versa). When f0\_idx is flipped to select a subset of a data frame, the result is to select those rows where speaker f0 is *above* 175 Hz.

high\_f0 = height\_exp[!f0\_idx,]  
str(high\_f0)  
## 'data.frame': 2880 obs. of 12 variables:  
## $ L : chr "01" "01" "01" "01" ...  
## $ C : chr "b" "b" "g" "w" ...  
## $ height: num 122 132 129 156 141 ...  
## $ R : chr "a" "b" "a" "b" ...  
## $ S : num 1 1 2 2 3 3 4 4 5 5 ...  
## $ C\_v : chr "b" "b" "b" "b" ...  
## $ vtl : num 12.2 12.2 12.4 12.4 11.6 11.6 11.9 11.9 12.1 12.1 ...  
## $ f0 : int 277 277 287 287 219 219 260 260 244 244 ...  
## $ dur : int 237 237 317 317 277 277 318 318 242 242 ...  
## $ G : chr "m" "m" "f" "f" ...  
## $ A : chr "c" "c" "c" "a" ...  
## $ C\_v\_f : Factor w/ 4 levels "w","m","g","b": 4 4 4 4 4 4 4 4 4 4 ...  
min(high\_f0$f0)  
## [1] 175

## 1.5 Inspecting our data

After running an experiment but before running any kind of data analysis, you should inspect the patterns in your data. This gives you an opportunity to make sure your results make sense and that the data reflects the experimental structure, and results, you expect.

### 1.5.1 Inspecting caterogical variables

One of the most useful functions for understanding the distribution of categorical variables is the table function. This function make a **cross tabulation** (or **contingency table**) of the variables passed to the function. If a single factor is passed, the function returns the number of times each level of the factor is found in the data. Since each of our listeners listened to 278 stimuli, we expect that each level of the factor L (representing listeners) will appear 278 times in our data, confirmed below.

We can use this approach to confirm basic expectations about our data, and to rule out problems with the design of the experiment. This is always a good idea since mistakes happen, and sometimes only get noticed when attempting to process the data. For example, if any of the levels below appeared more than or fewer than 278 times, we would have a problem.

table (height\_exp$L)  
##   
## 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15   
## 278 278 278 278 278 278 278 278 278 278 278 278 278 278 278

We can also provide two (or more) factors at a time and the table function will return counts for every combination of factor levels. The table below reflects the fact that each listener heard 54 boys, 38 girls, 90 men, and 96 women, for a total of 276 total responses. When you provide multiple factors to table, it will vary the first factor along the rows of the table and the second factor along the columns of the table. If a third factor is provided, it makes a different table for factors one and two, for each level of factor three. More and more factors can be provided to the function, but these tables before harder and harder to work with.

table (height\_exp$C\_v, height\_exp$L)  
##   
## 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15  
## b 54 54 54 54 54 54 54 54 54 54 54 54 54 54 54  
## g 38 38 38 38 38 38 38 38 38 38 38 38 38 38 38  
## m 90 90 90 90 90 90 90 90 90 90 90 90 90 90 90  
## w 96 96 96 96 96 96 96 96 96 96 96 96 96 96 96

Below we see that unlike our veridical categories, the distribution of *apparent* speaker categories varies across listeners. This is because the equal distribution of speakers for each listener is an aspect of the experimental design. However, how listeners interpreted each voice, whether they though it sounded like a boy or girl for example, may vary across individual listeners.

table (height\_exp$C, height\_exp$L)  
##   
## 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15  
## b 59 89 59 32 51 12 95 98 63 40 68 58 59 90 38  
## g 24 45 44 67 44 60 23 16 43 34 24 29 34 50 61  
## m 90 89 99 88 91 95 88 88 89 95 86 90 92 84 97  
## w 105 55 76 91 92 111 72 76 83 109 100 101 93 54 82

We can visualize relationships between categorical variables using a mosaic plot. In figure 1.2 we mosaic plots representing the two tables shown immediately above. Mosaic plots use rectangles of different sizes to reflect the relative frequencies of different combinations of categorical variables. For example, in the left mosaic plot we see that the size of the rectangle for each category is identical across listeners. This tells us these variables do not affect each other: changing the listener does not affect the distribution of veridical speaker class in any way. In contrast, the distribution of apparent speaker class is affected by the listener and this is shown in the right plot where columns differ randomly from each other.

![Figure 1.2: Comparisons of mosaic plots showing variables that do not (left), and do (right), affect each other.](data:image/png;base64,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)

Figure 1.2: Comparisons of mosaic plots showing variables that do not (left), and do (right), affect each other.

Below we make a three-dimensional table, and inspect the table and each dimension. Notice that to index the table along the third dimension we need to add two commas inside the brackets.

tmp\_tab = table (height\_exp$C, height\_exp$L, height\_exp$R)  
tmp\_tab  
tmp\_tab[,,1]  
tmp\_tab[,,2]

When we plot the relationship between apparent speaker class, listener, and resonance, we see a three-way relationship between the variables. First, we see that the chances of observing different speaker categorizations depends on the listener. Second, we see that the chances of observing each category depends on resonance. And third, we see that the effect of resonance potentially affects each listener a somewhat different way. The first chapters of this book will focus on understanding patterns in continuous variables. However, we will discuss the prediction and modeling of categorical dependent variables beginning in Chapter X.
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Figure 1.3: Mosaic plots highlighting a three-way relationship: The two-way relationship varies as a function of the third variable (indicated along the top of each plot).

### 1.5.2 Inspecting quantitative variables

Using R, we can easily find useful information about any quantitative variable. Below, we calculate the sample mean, the number of observations, the sample standard deviation, and some important quantiles for our speaker height judgments. The **quantiles** of a set of values such that a given percentage of observations fall above and below the value. Quantiles are found by ordering the observations and selecting the observation that is greater than of the sampled values and less than () of the sampled values. For example, the 50% quantile, also called the **median**, is the value such that 50% of the distribution is below it and 50% is above it, and the 25% quantile (the *first quartile*) is the value such that 25% of the distribution is below it and 75% is above it.

# calculate the mean  
mean (height\_exp$height)  
## [1] 162.7644  
  
# find the number of observations  
length (height\_exp$height)  
## [1] 4170  
  
# find quantiles  
quantile (height\_exp$height)  
## 0% 25% 50% 75% 100%   
## 106.7 154.9 164.8 173.5 198.1

We can use this information to make some basic, and potentially useful statements about our data. The mean and median are 162.8 and 164.8 cm respectively, and height values range from 106.7 to 198.1 cm. However, there are not many observations at the extremes, and 50% of values are between 154.9 and 173.5 cm. We know this because these are the values of the first and third **quartiles**, the 25% quantiles that divide our distribution into four equal parts. Since , we know that 50% of the distribution of observations must fall inside of these boundaries. We can look at the distribution of apparent height judgments in several ways, as seen in Figure 1.4. In the top row each point indicates an individual production. Points are jittered (randomly shifted) along the y axis to make them easier to distinguish so that dense and sparse locations can be compared. In the middle row we see a **box plot** of the same data. The edges of the box correspond to the 25% and 75% quantiles of the distribution, and the line in the middle of it corresponds to the median. So, the box spans the **interquartile range** of your observations and 50% of observations are contained in the box.The boxplot **whiskers** extend from the edge of the boxplots. By default, these extend out 1.5 times the interquartile range. These whiskers are simply intended to give you an estimate of the amount of ‘typical’ variation in your sample. Beyond the whiskers we see individual **outliers**, points considered to be substantially different from the rest of the sample. We can see that the boxplot does a good job of summarizing the information in the top plots, and provides information related to both average f0 values and to the expected variability in these values.

The bottom row presents what is knows as a **histogram** of the same data. The histogram divides the x axis into a set of discrete sections (‘bins’), and gives you the count (or frequency) of observations in each bin. Bins with lots of observations are relatively taller (more *dense*) than bins with fewer observations in them. As a result, histograms can be used to summarize where observations tend to be. For example, we can see that the bins under the interquartile range have the most observations, and that values further from the mean value become increasingly less frequent. In addition, histograms can provide us with information that boxplots can’t. For example, in the left column we see that our distribution of height judgments actually has two distinct peaks, with a little gap in the middle. This information does not really come across in the boxplot representation of the same data.
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Figure 1.4: Each row presents data in a different way, with each column containing the same data across rows.

**Scatter plots** are plots that represent two variables at a time using a set of points on a coordinate space. Each point represents a single observation, the x-axis location represents the value of one variable, and the y-axis location represents the value of the other variable. Scatter plots are useful to understand relationships between continuous predictors. Below we consider the relationships between our quantitative predictors using a pairs plot (pairs). A pairs plot creates scatter plots for all pairs of quantitative variables provided, resulting in plots for variables. Each plot below contains a single point for each different stimulus used in this experiment (height values represent averages across all listeners).
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Figure 1.5: A pairs plot of the continuous variables in our data, showing different sorts of relationships between our variables.

In the plot above we can see several apparent relationships between our quantitative variables. For example, pitch (f0) and vocal-tract length (vtl) are *negatively* related. This means that as the value of f0 increases (left to right), the value of vtl decreases (top to bottom). In other words, if the f0-vtl relationship were a hill it would have a negative, decreasing, slope. In contrast we see that height and vtl enter into a positive relationship: As you increase vtl, height also increases. Finally, we see that duration (dur) and height do not seem to have much of a relationship. Unlike the other two scatterplots which looked a bit like ramps or lines, the scatter plot of dur and height resembles a Rorschach test inkblot. This suggests either that these two variables are not strongly related, or that the nature of the relationship is more complicated than what can be understood using these simple plots.

### 1.5.3 Exploring continuous and catgorical variables together

We can also consider the relationships between our quantitative and categorical variables. We can use the boxplot function as below:

boxplot (y ~ factor)

To make a set of boxplots for the variable y. The function call above will create a plot with a separate box for each level of the factor in the function call. In figure 1.6, we see different quantitative variables organized according to veridical speaker category. For example, the left panel shows the distribution of observations of f0 for boys, girls, men, and women respectively. In this case the differences between the boxplots for each level of the factor tell us about the values of f0 usually observed for speakers in that category.
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Figure 1.6: Boxplots showing the distribution of different quantitative variables in our data according to the veridical speaker categories of boy (b), girl (g), man (m), and woman (w).

Another way to think of the relationships between our categorical and quantitative variables is using the plot in figure 1.7. In the scatter plot below, each point indicates a single speaker from our experiment, and the position of each point is determined by the f0 and vocal-tract length of the speaker. However, rather then plot using symbols, each point is labeled using a letter which indicates the veridical category that the speaker falls into. Using a plot like the one below helps us understand the relationship between our important acoustic predictors and our speaker categories. For example, it is clear that adult males are fairly distinct acoustically compared to the other speaker categories. In addition, it seems that boys, girls, and women are easier to separate along the vocal-tract length dimension than the f0 dimension. What we mean by this is that it would be easier to draw horizontal lines separating the groups than vertical lines separating the groups.
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Figure 1.7: Speakers plotted according to their fundamental frequency (f0) and vocal-tract length. Letters indicate if speaker is a boy (b), girl (g), man (m), or woman (w).

# 2 Probabilities, likelihood, and inference

In the previous chapter we introduced some experimental data and talked about variables and experiments. In this chapter we’re going to talk about probabilities and explain how they can be used to make inferences about our data and research questions. Before beginning this chapter we should note that it’s normal if a some of the topics to be discussed don’t make sense the first time you read this chapter. It will make more sense once you start to actually build models and it becomes less hypothetical and more practical. In addition, as noted in the preface, it is a mistake to think that you can read a chapter in a statistics textbook once and move on having fully absorbed the content. If many of the topics in this chapter are new to you, you should probably: 1) Read this chapter, 2) wait a few days and read it again, and then 3) wait a few more days (or weeks) and read it again. It may also be useful to return to this chapter even once you are working through the following chapters. In our experience, you may find that you *see* information for the first time that was there all along, but that finally makes sense given your increased experience with the subject.

## 2.1 Data and research questions

We’re going to think about a hypothetical value “the average apparent height of adults males in the United States (US)”. To put it another way, we might wonder “how tall do men from the US ‘sound’?”. The apparent heights of men from the US cannot be known **a priori**. In other words, you don’t know how tall a random man from the US will ‘sound’ until you actually observe the judgment. For this reason, “the average apparent height of men from the US” is a random variable. We’re going to think about how we can use our experimental data to try to answer the following two questions:

Q1) How tall does the average man from the US sound?

Q2) Can we set limits on credible average apparent heights based on the data we collected?

These two questions can be though of as relating the the central location and the spread of the data, respectively. Answering the first question tells you what values your variable tends to take on, while answering the second question tells you how much variation you can expect around the most typical values. Scientific research is often focused on questions such as (1) regarding the central location, the average value, of some variable. For example someone might ask “how tall do adult male speakers from the US sound?” and you can say, for example, “I have some data that suggests 174 cm is a reasonable estimate”. However, reliable inference requires answering question (2) as well, and determining what range of values are believable for a certain variable.

Think of the average height of the people in a large city. You can go out and sample 100 individual people, and each one of those samples is an observation from a random variable. You can find the mean of your sample, arriving at a single estimate of the population mean. Now imagine that 50 people went out in the same city and each sampled 100 random people. There is no chance that every single of those 50 people would find identical means across all of their samples. Instead, there will be a distribution of sample means, in the same way there is a distribution of the original data used to calculate the means. Another way to look at this is that there is some degree of **uncertainty** involved when answering any research question.

As a result of this uncertainty, it can be difficult to rule out alternative possible answers to our research questions. For example, if 174 cm is a good estimate, what about 173.99 cm? What about 173 cm? 172 cm? Where do estimates of average height stop being ‘good’? Without being able to say what is *not* a good estimate, it is not quite as useful to be able to say what *is*. A related issue arises with respect to the interpretation of average values. Imagine that you read about a miracle diet that was guaranteed to make you lose one gram of weight a day. You know that is not very impressive. How? Because you understand that a difference of one gram is not large relative to the variation that exists in the weight of a human body on a daily basis. You could gain the weight back (and more) by drinking a teaspoon of water. Without knowing how much human weights tend to vary between and within people, it’s impossible to know whether a reduction of one gram constitutes a meaningful change in the mass of a human. In contrast, a diet that causes one gram of weight loss in the average hamster may actually be of interest to hamster owners, as this is a relatively large value relative to natural variation in hamster weight.

So, we see that imposing limits on credible ranges for our average values can be as important as finding the average values themselves. Further, in order to properly contextualize values and effects, we need to have some idea about the underlying variation in the measurements. Clearly, we need some principled way to ‘guess’ reasonable ranges based on our sample of observations, in addition to just talking about average values. In this chapter we will discuss how statistics provides us with a framework to answer both questions above using only our sample of values.

In order to discuss the apparent heights of adult males, we need to subset these observations from our data. Below we load the book package (bmmb) and select rows from our experimental where a speaker was judged to be an adult male speaker (i.e. a man). Recall that our experiment contained an acoustic manipulation such that speech resonances were changed to make speakers sound bigger (see section 1.3.2). For now, we’re going to focus only for the unmodified productions, the ‘natural’ speech produced by the men in our sample.

We can have a look at some of the quantiles (see section 1.4.4 to get an idea of what range of values this variable tends to have. We see that the minimum and maximum values are 139.7 and 192.3 cm, that 174.5 cm is the median, and that half of the observed height judgments for adult males fell between 169.2 and 179.1 cm.

quantile (mens\_height)

## 0% 25% 50% 75% 100%   
## 139.7 169.2 174.5 179.1 192.3

Obviously, an inspection of the distribution of our observed height judgments only gives us direct information about the judgments we *did* observe. To make inferences about the probable characteristics of the height judgments we did *not* observe, or to talk about height judgments for adult males from the US more generally, we rely on methods of statistical inference, as will be described below.

## 2.2 Empirical Probabilities

The **sample space** of a variable is the set of all possible outcomes/values that a variable can take. Slassic examples are a coin flip, which can take on the values ‘heads’ or ‘tails’, or the roll of a die which can take on the values one through six. In other cases the sample space may have an infinite or practically infinite number of members. For example, since time is continuous there are an infinite number of durations an event may have, given adequate precision in measuring time. If we think of the human population, or the population of fish in the sea, these are theoretically finite but practically infinite. It would be extremely difficult to fully sample either of these populations, and impossible to do so before they changed substantially (i.e. before some members have died and others have been born).

The **probability** of an event/outcome is the number of times an outcome is expected to occur, compared to all the other possible outcomes that can occur (i.e. the other outcomes in the sample space). By convention, the probability of each event is assigned a value between 0 and 1 and the total probability of all of the possible outcomes in the sample space is equal to one. As a result of this convention, you know that a probability of 0.5 means something is expected to occur half the time (i.e. on 50% of trials), and a probability of 0.25 indicates that something should happen 25% of the time, about one in every four trials. **Empirical probabilities** are the probabilities of different outcomes in a sample of data. For example, we can flip a coin 100 times and observe 65 heads. This means that the empirical probability of observing heads in our data is 0.65 (65% of trials).

Suppose we want to know the probability of being an adult male in our sample who is identified as being taller than 180 cm. To calculate the empirical probability of this occurring in our data we need to find 1) The number of times it occurred, and 2) the total number of observations for the variable. We can do this easily using the logical operators and variables discussed in Chapter 1. Below, we find the total number of outcomes that satisfy our restrictions (being under 180 cm), and divide this by the total number of observations being considered.

# the evaluation in the parenthesis will return 1 if true, 0 if false  
# number of observations the fall below threshold  
sum (mens\_height > 180)   
## [1] 136  
  
# divided by total number of events  
sum (mens\_height > 180) / length (mens\_height)   
## [1] 0.2014815  
  
# a shortcut to calculate probability, mean = sum/length  
mean (mens\_height > 180)  
## [1] 0.2014815

The top value is the frequency of the occurrence. This is not so useful because this number can mean very different things given different sample sizes (e.g., 136/675, 136/675000). In contrast, the middle and bottom values have been divided by the total number of observations. As a result, these now represent the probability of occurrence in a way that is independent of the total number of observations.

### 2.2.1 Conditional and marginal probabilities

Figure 2.1 presents boxplots of the overall distribution of height judgments in our data (left), and of the distribution of height responses provided by each listener individually. We can see that height judgments range from about 140 to 200 cm, with most responses falling between 170 and 180 cm. Notice that our overall boxplot does not give us any information about the ranges used by different listeners, nor even the fact that the data was contributed by different listeners. This overall distribution of height responses is the **marginal distribution** of height judgments. The marginal distribution of a variable is the overall distribution, *across* all values of all other variables. The marginal boxplot on the left compresses all of the listener-specific boxplots on the right into one single box. It’s common to denote marginal probabilities using notation like this , meaning we might refer to the marginal probabilities of height responses like this .
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Figure 2.1: (left) Boxplot showing all height judgements for adult male speakers in our experiment. (right) Individual boxplots for each listener’s responses

A look at figure 2.1 reveals that the probability of observing a height response of over 180 cm can vary substantially on the listener that provided it (e.g. compare listener 10 vs listener 15). Recall that height is a quantitative variable and listener is a categorical predictor (a factor) with 15 levels, one for each listener (see section 1.4.3). We can talk about how height judgments vary across the levels of our listener factor (i.e. for different listeners) by considering the **conditional probability** of height given listener. A conditional probability is the probability of an outcome given that some other outcome has occurred. For example, rather than ask “what is the probability of observing an apparent height over 180 cm?”, we can ask “what is the probability of observing an apparent height over 180 cm *given* that we are observing data from listener 10?”. Conditional probabilities basically reduce the sample space by including only the subset of events that satisfy the given condition.

Conditional probabilities are often denoted like this , which in this case would look like . For example, the first box in the right panel of figure 2.1 is the distribution of , and the second box is the distribution of . Below we divide our vector of height judgments (mens\_height) into those contributed by listener 10 and listener 15. We then find the probability of observing a height judgment over 180 cm conditional on listener, and see that these can differ quite a bit from each other.

# create subsets based on listener  
L10 = mens\_height[men$L==10]  
L15 = mens\_height[men$L==15]  
  
# find the conditional probability of height>180 for each listener  
mean (L10 > 180)  
## [1] 0.6444444  
mean (L15 > 180)  
## [1] 0.02222222

In the boxplots in figure 2.1, we see that the distributions of heights vary substantially as a function of the value of L, our listener variable. Contrast this with the boxplots seen in figure 2.2, which shows the distribution of stimulus durations conditional on listener. Since every individual recording had a fixed duration and all listeners heard the same sounds, we know that the distribution of stimulus durations is identical across all levels of the listener variable. As a result, we can see that all of the conditional distributions of duration given listener look just like each other, and just like the marginal probability. This tells us that duration and listener are *statistically independent*. When two variables are statistically independent, the distribution of one variable is not affected by the values of the other. As a result, the conditional distribution of one variable given the other will be the same as its marginal distribution, as seen in figure 2.1. This can be stated for the general case as . In our example above, is *not* equal to , and so we conclude that the variables apparent height and listener are not independent. Instead, they are **statistically dependent**, meaning that these variables *do* affect each other in some way, and that knowing the value of one may tell you something about probable values of the other.
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Figure 2.2: (left) Boxplot showing the fundamental frequency (f0) of adult male speakers in our experiment. (right) Individual boxplots for the stimuli presented to each listener.

### 2.2.2 Joint probabilities

**Joint probabilities** reflect the probabilities of two or more things occurring together. We can refer to the joint probability of and using the notation or . Here are some important things to know about joint probabilities:

1. The formula for calculating the joint probability of two outcomes and is given by . In plain English this means that the probability of and is equal to the conditional probability of given , multiplied by the marginal probability of .
2. Recall from section @ref{c2-conditional} that when and are independent . In other words when and are independent the conditional probability of given equals the marginal (unconditional) probability of . As a result of this, when and are independent . Thus, when and are independent their joint probability can be found by simply multiplying their individual marginal probabilities.
3. The probability of and is equal to the probability of and . As a result of this , and as a result of that . This relation will become useful later.

We can demonstrate the above properties using the empirical probabilities in our data. Consider the joint probability of observing a response in our data that was contributed by listener ten (L=='10'), and also being longer than 250 ms in duration. We can find this by joining two logical variables using the & (and) symbol as shown below.

# TRUE is the listener is 01  
L10 = men$L=='10'  
# TRUE if the Resonance is 'a'ctual  
dur\_250 = men$dur > 250  
  
# The probability of A and B  
mean (L10 & dur\_250)  
## [1] 0.02814815  
mean (men$L=='10' & men$dur > 250)  
## [1] 0.02814815

So, we see that the probability of observing this event is 0.28, indicating that we expect this in about 3% of trials. Below, we see that this same joint probability can be calculated based on .

# Marginal probability of observing listener 10 (i.e. P(L=10))  
p\_L10 = mean (men$L=='10')  
  
# Subset containing only listener 10   
L10 = men[men$L == '10',]  
# Conditional probability of dur>250 given listener 10 (i.e., P(dur>250 | L=10))  
p\_dur\_250\_given\_L10 = mean (L10$dur > 250)  
  
# Joint probability = P(dur>250 | L=10) \* P(L=10)  
p\_dur\_250\_given\_L10 \* p\_L10  
## [1] 0.02814815

Because of the experimental design, we know that every listener heard the same vowel durations (see Section 1.3 for a review of the experimental design). This means that duration is independent of listener: Knowing who the listener is in no way changes the fact that every listener is expected to heard the same number of trials with durations longer than 250 ms. As a result of this independence, we could also have calculated the joint probability of the above events by simply multiplying their marginal probabilities, as seen below.

mean (p\_L10) \* mean (dur\_250)  
## [1] 0.02814815

This short cut will not work for variables that are not independent. For example, let’s consider the probability of observing a height judgments of greater than 180 cm provided by listener 10. Below we calculate this the *wrong* way by multiplying the marginal probabilities, substantially underestimating the probability of the event. The problem is that this method of calculation does not take into account that listener 10 was among the most likely listeners to report heights greater than 180 cm.

# TRUE is the listener is 10  
L10 = men$L=='10'  
# TRUE if the height is over 180  
under\_180 = men$height > 180  
  
# Empirical probability of the observation  
mean(men$L=='10' & men$height > 180)  
## [1] 0.04296296  
  
# Wrong: multiplying marginal probabilities  
mean(L10) \* mean(under\_180)  
## [1] 0.0134321

Below we calculate the joint probability correctly by using the conditional probability.

# Marginal probability of observing listener 01  
p\_L10 = mean (men$L=='10')  
  
# Subset containing only listener 01 (i.e., given listener 01)  
L10 = men[men$L == '10',]  
# Conditional probability of a height < 160 given listener 01  
p\_over\_180\_given\_L10 = mean (L10$height > 180)  
  
# Joint probability  
p\_over\_180\_given\_L10 \* p\_L10  
## [1] 0.04296296

This highlights a very important point: The calculation of joint probabilities is much (much) simpler when you can assume that your observations are independent. For example, consider the comparison of the joint probability of four events, one dependent and one independent:

$$$$

This means that we not only need to calculate many conditional probabilities, but most of these feature the conditioning of one variables on several other variables (i.e., ). Although this may not matter when calculating the joint probability of a handful of observations, calculating the joint probability of hundreds or thousands of correlated variables can become difficult if not impossible in practice.

## 2.3 Probability distributions

A probability distribution is a function that assigns probabilities to all the different outcomes in your sample space. We will discuss exactly what this means with reference to histograms. In the left panel of figure 2.3 we see a histogram of counts. This histogram shows the number of times a range of values was observed along the y axis. The heights of the bars reflect the frequencies of different sort of observations and so can tell you about the values you expect, and don’t expect, for the variable. This sort of representation makes it difficult to compare distributions across samples of different sizes. For example, if the number of observations were tripled, so would the heights of all the bars in the histogram.
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Figure 2.3: (left) A histogram of adult male height judgments showing counts in each bin. (middle) The same data from the left panel, this time showing the density of the distribution. (right) The same data from the middle plot, this time with heights expressed in meters.

Histograms can also be used to show the **probability densities** associated with different values. Imagine a circle, like a Venn diagram, that contains all possible values of your variable (i.e. the sample space). This circle has an area of one since it contains all possible values in the population. Imagine we took this circle and pressed it down against the number line, squishing it. We then spread out this circle along the x axis so that its shape reflected the relative frequencies of different values present in the population. For example, if some outcomes were five times more probable than others, the shape should be five times thicker there, and so on. If we managed to do this, the thickness (or **density**) of this shape would exactly correspond to the probability density of the variable.

In the middle in figure 2.3 we see a histogram that shows the *density* of the distribution of height judgments, i.e. the thickness of the distribution at different locations along the number line. The values of the density are constrained by the fact that the area under the curve must equal one, since these reflect probabilities. In the case of our histograms this means that the total area of all the bars (rectangles) is constrained to equal one. As a result of this, when variables have wide ranges densities tend to be very small (as in the middle panel in Figure 2.3).

In the right panel of figure 2.3 we present heights in meters rather than centimeters. This has the effect of substantially increasing the values of our density (one-hundred fold) but does not otherwise affect the shape of the curve. The relationship between variable ranges and density values means that densities can’t really be interpreted in an absolute sense. A density value of 0.06 means very different things in the histograms in Figure 2.3. Instead, density values need to be interpreted relative to the other values along the same curve. A higher density in a certain location tells us values in that vicinity are more probable than values in locations with lower densities, and differences in densities reflect differences in the relative probability of different values or outcomes.

Probability distributions sometimes have shapes that can be represented using mathematical functions. These functions have a limited number of **parameters** that determine their exact shape. Think of parameters like ways that things can be ‘set’ differently from each other. For example, a radio has three parameters: tuner frequency, band (AM/FM), and volume. A toaster may have only one, a single knob determining the degree of toasting required. The more parameters something has, the more complicated it is (an airplane has thousands). For example, consider the code below, which defines a slope and intercept and draws a line based on these parameters. You can change the values of the intercept and the slope and draw many kinds of lines. However, there no way to change the characteristics of a line other than by changing its slope and intercept: A line is entirely defined by its slope and intercept.

intercept = 3  
slope = 1  
x = seq (-10,10,.1)  
y = intercept + x\*slope  
  
plot (x,y, type='l',lwd=3,col=4)

Sometimes the same sorts of probability density shapes pop up over and over, and these shapes are often well-defined mathematically. **Parametric probability distributions** are those density shapes that can be understood in terms of curves that vary in terms of a limited number of parameters. Just like with lines, the characteristics of a parametric probability distribution are entirely defined by the values of its parameters.  
## The normal distribution {#c2-normal}

The distribution of many random variables (at least approximately) follows what’s known as the **normal** or **Gaussian** distribution. This means that if you take a sample of a random variable and arrange observations into bins, they resulting histogram will tend to have the familiar, bell-shaped curve common to normally-distributed data (seen in the histograms in figure 2.3). The normal distribution has the following important characteristics:

1. The distribution is symmetrical - i.e., producing a higher or lower than average f0 is equally likely.
2. The probability of observing a given value decreases as you get further from the mean (i.e., *average*) value.
3. It’s easy to work with, very well understood, and naturally arises in many domains.

Normal distributions have two parameters, meaning they vary from each other in only two ways. The parameters are:

1. A mean parameter () which determines the location of the distribution along the x axis. When the mean changes, the whole shape of the distribution ‘slides’ along the number line. The mean is the 50% halfway point of the ‘mass’ of the distribution. If the distribution were an physical object, its mean would be its center of gravity and you would balance the distribution on your fingertip at this point.
2. A variance () or standard deviation () that determines its *spread* along the x axis. When the standard deviation changes the distribution is stretched wide or made very narrow, but stays in place. Since every distribution has an area under the curve equal to one (i.e., they all have the same ‘volume’), distributions with small variances must necessarily be very dense.

In principle, a given probability distribution can be thought of as having fixed parameters. For example, we might imagine that the average apparent height of adult male speakers from the US is exactly 175.91254… cm. However, in most situations we can’t be certain of what the ‘true’ parameters of a distribution are. Instead, we must be satisfied with estimating the values of parameters based on our samples. These are **statistics**, estimates of our population parameters based on our sample. **Statistical inference** consists of using statistics (based on our sample) to make inferences about the characteristics of the overall population (i.e. the ‘true’ parameters). In the case of the normal distribution we are interested in two statistics: The sample mean and the sample standard variance.

### 2.3.1 The sample mean

The sample mean is our ‘best’ guess for the population mean. We’ll be more specific about what this means later, but for now we can consider that if you don’t know the population parameter for a given distribution, the sample mean will provide a reliable estimate. The formula for the sample mean is given in equation (2.1). Initially, reading these mathematical formulas may seem daunting. However, learning to read these is just a skill that is developed with practice. In addition, you will begin to see the same ‘chunks’ or structures come up in formulas over and over, and reading these becomes much easier once you start to recognize the meaning of these repetitive structures intuitively.

Equation (2.1) says that the sample mean of () is equal to the sum of all of the elements of the vector , divided by where is equal to the length of the vector. We use the little hat symbol () to indicate that this is an estimate of the mean, and to distinguish it from the population mean which goes hatless (). The summation () symbol represents the repetitive adding of whatever is the the right of the symbol to some total. The summation beings at the number below the and performs one operation for every integer value of between the starting point and the end point (indicated above the ). The counter variable, in this case , is also often used to index values of a vector (or other structure) that is being summed (as seen below).

This behavior analogous to the behavior of a for loop in R. Below we define the variables N (equal to the length of the vector) and initialize a variable to receive the summation (mean\_height). The for loop then proceeds to increment a count variable (i) from one to N along the integers. For each iteration it adds the value of the vector, divided by N, to the summation variable mean\_height. As we can see below, this results in a value identical to that returned by the mean function in R.

# initialize values  
N = length (mens\_height)  
mean\_height = 0  
  
# summation equivalent to equation 2.1 above  
for (i in 1:N) mean\_height = mean\_height + mens\_height[i]/N  
  
# replicates values of the mean function  
mean (mens\_height)  
## [1] 173.7877  
mean\_height  
## [1] 173.7877

Here are some useful things to know about sample means, in no particular order:

1. The mean of a set of observations is affected by addition and multiplication. This means that adding to a set of observations increases its mean by , and multiplying observations by results in an change in the mean by the same factor.
2. The mean of the sum of two sets of variables (of the same length) an is equal to . In other words, the average of the sum is just the sum of the averages.
3. The sum of sample’s deviations from the sample mean equals zero (seen in (2.2)). This means that the sum of the distances between positive and negative differences from the sample mean exactly balance out. To some extent this makes sense since the mean is the ‘center of gravity’ of a distribution. It is worth noting that this does not apply to deviations form the *population* mean since this is not specifically fit to the characteristics of the sample.

### 2.3.2 The sample variance (or standard deviation)

The formula to calculate the sample variance is seen in (2.3). Note that it is quite similar to the structure of (2.1) and clearly involves the averaging of a value. In fact, if we were to replace with the two equations would be identical. The value being averaged () consists of finding a difference () followed by a squaring operation. So, we see that what’s being averaged is squared deviations from the sample mean. This is what the variance is: The expected value of squared deviations around the mean of the variable.

Below we see that we can use a for loop to recreate Equation (2.3). However, we don’t manage to exactly recreate the output of the var (variance) function included in R. The reason for this is that the formula above is our best guess for the *sample* variance, but not for the *population* variance. This is because Equation (2.3) uses the sample mean to calculate variation.

# initialize variable  
variance\_height = 0  
  
# equivalent to 2.3 above  
for (i in 1:N) variance\_height = variance\_height + (mens\_height[i]-mean\_height)^2/N  
  
# this time the values don't match  
var (mens\_height)  
## [1] 60.27316  
variance\_height  
## [1] 60.18386

Recall above that we said that the sample mean is our ‘best’ estimate of the population mean given a sample. A more formal way to state this is that the sample mean is the value which minimizes the sample variance. In other words, if we choose any value of to calculate the sample variance other than the sample mean, the variance will necessarily be larger. However, we know that our sample mean is just an estimate of the population mean and will never be exactly equal to it. As a result of this, the true variance *must* be greater than the sample variance when calculated using the sample mean. We can put it like this: , the sum of squares around the sample mean will always be less than or equal to the sum of squares around the population mean. For reasons that we won’t get into (but which aren’t too complicated), this expected difference may be offset by dividing the squared deviations by rather than as in (2.4).

We can update our R code to reflect this change, and see that this now matches the calculation of the variance carried out by R.

# initialize variable  
variance\_height = 0  
  
# equivalent to 2.4 above  
for (i in 1:N) variance\_height = variance\_height + (mens\_height[i]-mean\_height)^2/(N-1)  
  
# this time the values do match  
var (mens\_height)  
## [1] 60.27316  
variance\_height  
## [1] 60.27316

The sample standard deviation () is simply the square root of the sample variance, as in (2.5)

Here are some useful things to know about variances, in no particular order:

1. Variances are always positive, and can only be zero for variables that do not actually take on different values (i.e., constants).
2. The variance of a set of observations is not affected by addition. So, adding or subtracting some arbitrary value from a data set will not affect the variances in that data.
3. Multiplication *does* affect the variances of a set of values. Multiplying numbers by results in a change of the variances equal to . So, if we took our heights and multiplied them by 10 to express them in milliliters, we would expect the value of to increase by a value of . Since standard deviations are the square roots of variances, this implies that multiplying data by results in an increase in the standard variation of the data by a factor of .
4. The variance of the sum of variables depends on whether they are independent or not. When variables are independent, the sum of their variances is simply equal to for variables x and y. However, when variables are not independent, the variance can be much greater or smaller than this based on the nature of the relationship between the variables. As a result, just as with the calculation of joint probabilities, we need to take into account whether variables are independent or not when we considering the variance of the sum of variables.

### 2.3.3 The normal density

The parameters of a probability distribution are used to draw its shape, which can be used to make inferences about likely values. Think back to high school math and the function defining the shape of a parabola . This function draws a shape based on the settings of its parameters and . The parameter determines the width of the parabola (and whether it points up or down), while the vertex of the parabola will have x and y axis coordinates of and respectively. In the same way, the formula defining the density of the normal distribution draws a shape given the settings of its and parameters. The formula for the probability density function of the normal distribution is seen in (2.5). The function returns a density value for the probability distribution as a function of the value of , and the values of its parameters.

The equation in (2.5) features **exponentiation** (), that is raising the base (Euler’s number) to some power as in . In (2.5), the value being exponentiated is . The **logarithm** (log) is the inverse function to exponentiation, it basically *erases* or *undoes* exponentiation. We can apply a logarithmic transformation to both sides of (2.5), resulting in the **log density** seen in equation (2.7). Before explaining equation (2.7), we will discuss some basic properties of logarithms that are useful to understand probabilities and probability distributions, as these often involve exponentiation and logarithms. The first line in (2.6) shows the basic behavior of logarithms. The next four lines pertain to the values expected, or undefined, for values of . The next two lines highlight the fact that exponentiation of numbers is equivalent to the multiplication of their logarithms. The final two lines highlight the fact that multiplication of two numbers is equivalent to the addition of the logarithms of the numbers.

Armed with knowledge of the behavior of logarithms, we can see that compared to equation (2.5), we have removed the function around the rightmost term , and added the function around all terms that were *not* previously exponentiated. In addition, the multiplication of the two terms in the right hand side of the equation has turned into addition, or subtraction in this case because we are adding a negative term.

We can use the properties of logarithms to turn into and move this term to the rightmost end of the equation as in (2.8). At this point the function is that of a parabola in vertex form, , where , , and . So, we can see that the normal distribution is just an exponentiated parabola that is scaled by so that the area under the curve is equal to one. The parabola has its vertex at , and opens downwards since the term is negative. When a parabola is in vertex form, the relationship between parabola width and the value of is inverted, its width decreases as the value of increases. However, because , this means that in the case of normal distributions the parabola width increases as grows larger. As a result, a larger standard deviation leads to wider parabolas and wider probability densities.

Equation (2.8) shows how the and parameters work to make observations further from the means less probable. First, we know that negative logarithmic values will fall between 0 and 1, with more negative values being closer to zero (i.e. less probable). As observations () are further from the mean, the value of will be greater so that values further from the mean will be generally less probable. However, whether a deviation is big or small is relative, and so this distance is scaled with respect to the average expected squared deviation from the mean (i.e. the variance ). Variation of 1 cm in body length means different things for an earthworm as opposed to an anaconda. As a result, large values of can be offset by large values of when determining the probability of an outcome.

The nice thing about working in R is that you don’t need to take our word for any of this, you can see it for yourself. In fact, we strongly encourage you to ‘test’ the things we say or check to see if your intuitions about things using toy examples in R. You can use the code below to confirm that the ‘shape’ of the normal distribution is just an exponentiated parabola:

par (mfrow = c(1,2), mar = c(4,4,1,1))  
# draw an parabola  
curve (-x^2, xlim = c(-3,3), lwd=2)  
# same thing but exponentiated  
curve (exp (-x^2), xlim = c(-3,3), lwd=2)

The code below will generate densities for normal distributions based on the equations in the text above:

# you can change the ranges, mean and standard deviation (sigma) to any value  
x = seq (-4,4,.01)  
mu = 0  
sigma = 1  
eq25 = 1/(sigma\*sqrt(2\*pi)) \* exp (-(1/(2\*sigma^2))\*(x-mu)^2)  
eq27 = log(1/(sigma\*sqrt(2\*pi))) + -(1/(2\*sigma^2))\*(x-mu)^2  
eq28 = -(1/(2\*sigma^2))\*(x-mu)^2 - log((sigma\*sqrt(2\*pi)))

And these plots can be used to confirm the relations outlined above. For example, the output of equations (2.7)) and (2.8)) should equal, and this can be confirmed below.

par (mfrow = c(1,2), mar = c(4,4,1,1))  
plot (x, eq25, cex=1.2, col=skyblue,pch=1)  
lines (x, exp(eq27), col = coral, lwd = 2)  
plot (x, eq27, cex=1.2, col=skyblue)  
lines (x, eq28, col = coral, lwd = 2)

### 2.3.4 The standard normal distribution

The **standard normal distribution** is a normal distribution with a mean of zero and a standard deviation of one. Variables drawn from a standard normal distribution are often represented by the symbol (sometimes called a **z score**). Any normally distributed variable can be turned into a standard normal variable by an operation known as **standardization**, which consists of **centering** and then **scaling** the variable as in (2.9). To center a variable we subtract the mean from the value of each observation, making the new mean equal to zero. By dividing our observations by the standard deviation, we scale these values so that the new standard deviation is equal to one (since anything divided by itself is equal to one).

Equation (2.10) re-arranges the terms in (2.9) to isolate on the left-hand side. From (2.10) we can see that any normally-distributed variable can be thought of as a standard normal that has been multiplied by a standard deviation and then had a mean added to this product.

Normally-distributed data is often discussed in terms of ‘standard deviations from the mean’. This is because stating things in terms of standard deviations from the mean effectively standardizes a variable, making all variables seem standard normal. For example, if someone says “my test score was two standard deviations above the mean” what do you know about their score? You don’t know what the mean is, nor what the standard deviation is. All you know is that their score is two distance units (standard deviations) above the mean, so their test score can be thought of as a standard normal variable like . This is despite the obvious fact that the true average test score was not zero and the true average standard deviation was not one. This is an extremely useful property because it means that we can discuss the probability of any given event from any given distribution in consistent terms. For example, we can say that an observation four standard deviations from the mean is very unusual in *any* normal distribution. This means that if you have an observation equal to 140, the mean is 174, and the standard deviation is 8, you know that this observation is very improbable. That is because it is 4.25 (34/8) standard deviations from the mean of 174. Figure (2.4) presents our height data again, but this time compares the data to its centered and scaled versions.
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Figure 2.4: (left) A histogram of adult male height judgments in our data. (middle) The same data from the left panel, this time the data has been centered around the mean. (right) The same data from the middle plot, this time the data has been scaled according to the standard deviation.

## 2.4 Models and inference

Models are simplified representations that help us understand things. For example, we may want to understand the movement of balls on a billiards table, perhaps to create a video game about playing pool. To do this we may assume the balls are spherical and that their mass is evenly distributed among its volume. Neither of these things are exactly true but assuming this helps us keep our model simple and manageable. It also helps us build our model in terms of things, like regular spheres, whose properties and behaviors are well understood and are easy to work with. To build a real *exact* model we would need to include friction from the felt on the table, the effect of wind resistance, the gravitational effect of the moon, and a large number of other factors. As a result, a perfect or exact model is not really possible for most things (and maybe for anything). And yet, the simulation of realistic behavior of billiards balls is easy and can be done with great accuracy, suggesting that a simplified model can still be useful to understand the behavior of the more-complicated phenomenon it is meant to represent.

In general, it’s impossible to know what the ‘true’ data distribution is, so that *perfect* inference is not possible. As a result, scientists often use theoretical probability distributions to make inferences about real-life populations and observations. If our measurements more or less follow the ‘shape’ predicted by the theoretical normal distribution, we may be able to use the characteristics of an appropriate normal distribution to make inferences about our variables. Using a normal distribution to make inferences about your data is like using a mathematical model for spheres to understand the behavior of billiard balls. The billiards balls are *spherical enough* to allow us to make useful predictions based on the simplified model.

In general, it is useful to keep in mind that reality will never exactly conform to our model. This can result in unpredictable errors in our conclusions. In general, the things you don’t know you don’t know are the things that will cause the most problems. If you had known that your model was wrong, you would have fixed it! Further, using models to make inferences about the general properties of data assumes that the things you have not seen are more or less just like those you have. Under those conditions then the conclusions you draw may be reliable. It is important to keep this limitation in mind, because you never know for sure that what you have not seen will conform to your model, and as a result the fit between a model and some set of observations can never definitively *prove* the truth of the relations encoded in the model (this is the problem of induction, discussed in section 1.2).

Parametric distributions can be used to establish **theoretical probabilities**, that is expectations about which events are and are not likely based on the general shape expected for the distribution. Basically, if we expect our distribution of values to have the shape of the normal distribution, we can use the shape of the normal distribution to make inferences about our distribution of values. When we used *empirical probabilities* above, our probabilities were estimated only with respect to the data we observed. However, when we refer to theoretical probability distributions we can also think about the behavior of values we did not observe, or the behavior of the distribution in general. In order to calculate theoretical probabilities you first needed to commit to a model of the data. You may be thinking, what model? It may seem too simple to be a model, but by assuming that our data can be understood as coming from a normal distribution with some given and , we have already created a simple model for our data. This is analogous to committing to a spherical shape for our model of our billiards balls: Saying that you expect your data to be normally distributed commits you to a certain distribution ‘shape’ and to more and less probable parameter values for your variable.

In figure 2.5 we compare the histogram of apparent height judgments to the density of a normal distribution with a mean equal to the sample mean () and a standard deviation equal to the sample standard deviation () of our mens\_height vector. The density was drawn using the dnorm function, which draws a curve representing the shape of a theoretical normal distribution with a given mean and standard deviation. Clearly, there is a good alignment between our random sample of real-world data and the theoretical normal density. This suggests that we could potentially use the *theoretical* shape of the normal distribution to talk about the characteristics of our observed random sample of data. Although the distribution of our sample is unlikely to be perfectly normal, it is *normal enough* to make the comparison worthwhile.
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Figure 2.5: The histogram shows the empirical distribution of height judgments for adult male speakers. The shaded area shows the theoretical density of the equivalent normal distribution. The read area corresponds to the theoretical probability of observing a height under 162 cm.

The average female over 20 in the United states is 162.1 cm (CDC). A vertical line has been place at this value in figure 2.5. We might wonder, what is a probability of observing an height judgment for an adult male that is shorter than this average adult female height? Asking this question is equivalent to asking: What is the area under the curve of the density above, to the *left* of the vertical line? Since the *total* area of the density is always equal to one, the area of the red portion below corresponds to a percentage/probability of observing values less than 162.1 cm. One way to answer this question is to calculate the empirical probability of observing an apparent height less than 162.1 cm for male speakers in our data. Another way to do this is by calculating the *theoretical probability* by finding the proportion of values expected to be less 162.1 Hz in the normal distribution that has approximately the same ‘shape’ as our data distribution (i.e. the one seen in figure 2.5).

Below, we use the function pnorm to find the proportion of values that are expected to be less than 162.1 cm. This function takes in a value, a mean, and a standard deviation. It then tells you the proportion of the distribution that is to the *left* of (i.e. less than) a given value. Below, we use parameters estimated from our sample to run the pnorm function, as these are our best guesses of the population parameters. The output of this function is equal to the area of the red section in the density above. As we can see, the theoretical and empirical probabilities are very similar to one another. If we subtract this area from one, we get the area under the curve to the *right* of the vertical line, the blue section of the density above.

# empirical probability of height < 162.1  
mean (mens\_height<162.1)  
## [1] 0.07703704  
  
# Red area of distribution, x < 162.1  
pnorm (162.1, mean (mens\_height), sd(mens\_height))  
## [1] 0.06610382  
  
# Blue area of distribution, x > 162.1  
1 - pnorm (162.1, mean (mens\_height), sd(mens\_height))  
## [1] 0.9338962

Imagine you had 1 pound of clay and you were asked to make a shape *exactly* like the normal density above. This shape should be perfectly flat, i.e., it should have a constant depth (like a coin). If you had this shape made of clay used a knife to remove the part to the left of 162.1 cm (the red subsection) and weighed it, it should weigh 6.6% of a pound (0.066 pounds). The ‘area under the curve’ of this clay sculpture would just correspond to the amount of clay in a certain area, and in this case we know that only 6.6% of the clay should be in that section of the shape. So, the area under the curve, the probability, is just the amount of the *stuff* in the density that falls below/above a certain point, or between two points. The pnorm function allows you to slice and ‘weigh’ the sections of the distribution to tell you how much of it is in any given section.

What our theoretical probabilities tell us is this: *If* height judgments come from a normal distribution, *and* that distribution has a mean and standard deviation that is close to the sample estimates, then we expect (in the long run) that 6.6% of height judgments will be lower than 162.1 cm. What we are expressing here is effectively a conditional probability, we are saying *if* the parameters have certain values, *and* the probability distribution has a certain shape, then we expect certain height judgments to be more or less probable. Of course, if you change any part of that, either the values of the parameters or the probability distribution, then your estimated theoretical probabilities are likely to change. This is an important thing to keep in mind because it means that inference based on theoretical probabilities can change when our assumptions change, and many of these assumptions cannot be ‘proven’ to be true.

## 2.5 Probabilities of events and likelihoods of parameters

We’re going to change from talking about *probabilities* to talking about *likelihoods*. Probability is the odds of observing some data/event/outcome, given some parameter(s). A **likelihood** inverts this, and places odds on different *parameter* values given some observed data. For example, you could say “how probable is it that a random man from the US will be sound shorter than 162.1 cm in height?”. In contrast, you could ask “how likely is it that the average man from the US sounds 162.1 cm tall?”. The likelihood of a parameter represents the joint probability (density) of observing all the data you observed, given a certain parameter value. In other words, the likelihood relates to the probability that a specific probability distribution would produce your first observation, *and* your second observation, *and* your third observation, and so on, for all observations.

The **likelihood function** is a curve showing the relative likelihoods of different parameter values, given a fixed set of observations/data. The likelihood function tells you what parameter values are *credible* given your data. If a value is very unlikely, that means that it is not supported by your data. In other words, unlikely parameter estimates represent conclusions that your data is rejecting as not viable, and hence they are not **credible**. Every parameter for every probability distribution has a likelihood function, given some data. Here, we’re only going to discuss the likelihood of the normal mean parameter, , in detail.

The likelihood of the sample mean reflects the joint probability of observing all of your data, given different values of the mean. An example of how this is calculated is given in Figure 2.6. The left panel shows the likelihood function for based on a random sample of ten height judgments from our data (indicated by the blue points at the bottom of the plot). We can see that the most *likely* values of are centered on the bulk of the observations, and that values become less likely as we deviate from them. The vertical dotted lines indicate three possible mean values that will be highlighted in this discussion.

The likelihood of a parameter value (e.g., = 174 cm in the right panel of Figure 2.6) is equal to the product of the density of each observation in the sample, given the value of the parameter. This sounds like a mouthful but is actually deceptively simple. For example, to calculate the likelihood that , we:

1. Assume that the data is generated by a normal distribution with and equal to your sample standard deviation (7.8 cm).
2. Find the the height of the curve of the probability distribution (the density) over each point (indicated by the vertical lines in the right panel below). This reflects the relative probability of each observation given your parameter value.
3. The joint probability of all of the observations (the likelihood) is the product of all of these densities (heights). This assumes that all of your observations are statistically independent of each other (see section 2.2.2).

So, the value of the likelihood function in the left panel of Figure 2.6 at 174 Hz (rightmost vertical line) is equal to the product of the probabilities of the points in the right panel (i.e., the heights of the lines in the panel). Imagine we did this for a range of values along the axis, recording the likelihood values at each step. If we do this and then plot the product of the densities for each corresponding value the result would be a curve identical to that of the left panel in figure 2.6.
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Figure 2.6: (left) The red curve indicates the likelihood of the population mean given the blue points in the figure. The vertical lines indicate three different parameters, or hypotheses, that will be considered. (right) The red curve indicates the probability of the points given an assumed mean of 174 cm. Vertical lines highlight the dentisty over each point, given the assumed mean

The right panel of figure 2.6 shows the probability of points assuming that the population mean is equal to the sample mean (for our tiny sample). We can see in the left panel of figure 2.6 that this is the most likely value for the mean parameter. When we said earlier that the sample mean is the ‘best’ estimate of the population mean, what we really meant was that the sample mean is the **maximum-likelihood** estimate of the population mean. This means that the sample mean provides an estimate of that maximizes the value of the likelihood function given the data. This is related to the fact that, as mentioned in section 2.3.1, the sample mean minimizes the variance of the sample. As a result, if you want to know which mean estimate is most likely given your data, you simply need to calculate the sample mean as in equation (2.1).

In the left panel of figure 2.7 we see that a normal distribution with a of 170 cm is a reasonable fit to the data. However, several observations are very improbable and this relative lack of fit is reflected by the low value of the likelihood function at 170 in Figure 2.6. In the right panel of Figure 2.7 we see that a normal distribution with a mean of 160 is very unlikely to generate this data: Many points are extremely improbable and have densities close to zero. Correspondingly, the value of the likelihood corresponding to in figure 2.6 reflects a very unlikely parameter value.
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Figure 2.7: (left) The red curve indicates the probability of the points given an assumed mean of 170 cm. Vertical lines highlight the dentisty over each point, given the assumed mean. (right) The same information as in the left plot, but given a mean of 160 cm.

We need to talk about why it makes sense to multiply densities to calculate joint probabilities. Above, we stated that probabilities relate to areas under the curve. A problem we have is that the area under the curve of a single point is always zero. This is because a single point is so thin (it’s width is basically zero) that the area under the curve under the point will equal zero regardless of its density. Suppose that we said “ok let’s agree to use a fixed width, , around our point to calculate our area under the curve”. We can make so very tiny that is is almost as if we were calculating just the area under our density. We can use to represent the height of a density for a given value of . This means that we could approximate the value of the area under the curve at by treating it like a trapezoid and finding . If we wanted to calculate the joint probability of a number of observations, we could multiply a series of these areas, as seen in (2.11).

Since each term in (2.11) contains , this can be factored out as in (2.12).

At this point, we see that the joint probability of a set of values () can be thought of as the the product of the densities over those values () times some arbitrary constant . If we agree to use the same constant for all our calculations, we can ignore it and use the product of the densities to evaluate the relative probabilities of different combinations of observations.

### 2.5.1 Characteristics of likelihoods

We can think about the characteristics of the likelihood of to make some predictions about its expected shape given different numbers of observations and underlying data distributions. The likelihood is the joint probability of your data given different some parameter values. We can calculate the joint probability of two observations and by multiplying their individual densities as in equation (2.13), assuming these observations are independent.

Equation (2.13) defines the likelihood of given the data and and some . We will update the left-hand side to reflect this, replacing a term representing the joint probability of and () with a term representing the likelihood of the mean given the data, . Notice that nothing has changed except our perspective. In equation (2.13) we are treating the parameter as fixed and using it to calculate the joint probability of some data. In equation (2.14) we are treating the data as fixed and using it to calculate the likelihood of values of .

We can log-transform both sides of the equation to turn multiplication into addition, get rid of the exponentiation, and re-arrange the terms as in equation (2.15) (as explained for equation (2.8) above). Because they make working with likelihoods much simpler, statisticians often refer to the logarithms of likelihood functions, referred to as **log-likelihoods**, denoted using the symbol . When you see this, , just think “the logarithm of the likelihood of the mean given the data ”. In equation (2.15) we see that the log-likelihood of these two observations is the sum of two parabolas. Since the sum of parabolas will (almost always) also be a parabola, we know that the log-likelihood of the mean given these, and any number of other observations, will also be a parabola. As a result, we see that the (non-log) likelihood of the mean is an exponentiated parabola and has the same general shape as the normal distribution.

Equation (2.15) is specifically for two variables, however, Because each term is identical except for , the log-likelihood function can be greatly simplified as in equation (2.16). In (2.16) we can see that the log-likelihood of given observations of is equal to the sum of the individual squared deviations from the mean, divided by , with the value subtracted from it. So, we see that just like the log-likelihood is a parabola that has its vertex at . This means that this parabola has its maximum value when is equal to the sample mean. This is why the sample mean is the maximum-likelihood estimate for the population mean.

There are two mechanisms by which the likelihood function may get narrower or wider. The first is the mechanism discussed in section 2.3.3 where a larger value of results in a wider parabola (and wider likelihood), and it also applies here. However, there is another way that likelihood functions can become narrower, and that is by increasing the sample size. To see why this is the case, consider what happens to the relative value of our parameter () as the sample size grows. Imagine that we are calculating the sum of squared deviations about our sample mean. We know that the average squared variation we expect from our mean is equal to the variance. So, let’s replace in (2.16) with in (2.17). Now, instead of adding *N* squared deviations around the mean, , we are multiplying our expected squared deviation by *N*, .

We can also move the over from under the to make the following point simpler, as in (2.18).

Multiplying the numerator of a fraction is exactly equivalent to dividing the denominator of the fraction by the same amount, as in for example . Thus, we see that calculating the likelihood using data points is expected to have about the same effect on parabola width as dividing the data variance by , as shown in (2.19). As a result, increasing numbers of observations reduce the uncertainty in parameter estimates by making the likelihood narrower and narrower.

### 2.5.2 Making inferences using likelihoods

In Section 2.4 we discussed using the normal distribution to make inferences about the probable values of a random variable. When variables are normally distributed we can use the theoretical normal distribution and functions such as pnorm to answer questions about values we expect, and don’t expect, to see. In the same way, we can use likelihood functions to understand probable, and improbable, values of parameters given our data. For example, suppose that you measured the heights of 100 women in a small town (pop. 1500) and found the average height was 160 cm, with a standard deviation of 6 cm. You might accept that the *actual* population average is 161 cm, but may find it difficult to accept that it was actually 180 cm. This is because a true mean of 180 cm is *unlikely* given your observed data: The observations you have are *improbable* given a true mean of 180 cm. The logic is quite simple: a true mean of 180 cm is unlikely to ‘produce’ so many women around 160 cm. You *know* you observed the short women, therefore, you have no reason to believe that the true mean is 180 cm.

Below we calculate the likelihood of different mean parameters given our data. We do this by finding the log-density of each observation and then adding the points together. Log-densities are used because the likelihood is often a number so small that computers have a hard time representing them otherwise. For example, the highest point of the probability densities in figure 2.7 is about 0.07. Let’s pretend it’s 0.1 for the sake of simplicity. Recall that to find joint probabilities we need to multiply the densities above each of the points. This means that the probability of two observations at the mean is , and the probability of observing observations at the mean is equal to . Since we have 675 observations in our mens\_height vector, the probability of observing every one of those at the mean, the most probable outcome, would be equal to , or a decimal point followed by 674 zeros and then a one.

By relying on the logarithms of probabilities instead, we can accurately represent very small numbers more comfortably. This is because adding together the logarithms of two numbers is equivalent to multiplying those numbers, and multiplying a logarithm by another number is equivalent to raising it to that power (see (2.6)). For example, the number can also be expressed like , which equals -1554.245 (i.e. ).This is obviously a much easier number to deal with than one with 675 decimal places.

# make candidates for mean parameter  
mus = seq (172.5,175, .01)  
  
# easy way to make zero vector of same length as above  
log\_likelihood = mus\*0  
  
# add the log-density of all observations. Notice only the mean changes.  
for (i in 1:length(mus))   
 log\_likelihood[i] = sum (dnorm (mens\_height, mus[i], sd(mens\_height), log = TRUE))

In figure 2.8 we plot the log likelihood and the ‘scaled likelihood’. This is just the likelihood that has been scaled so that its peak is equal to one, and the peak of the log-likelihood equals zero. This allows us to actually plot and consider the likelihood function, though the values of the density no longer reflect the actual values of the likelihood function. However, the *relational* characteristics are maintained by this scaling. So, a scaled likelihood value of 0.2 is still five times less likely than a value of one.
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Figure 2.8: (left) Histogram of data. (right) Histogram of centered data, basically the error distribution.

At this point we can provide answers to the questions posed in section 2.1. The questions were:

Q1) How tall does the average man from the US sound?

Q2) Can we set limits on credible average apparent heights based on the data we collected?

Below, we see that the maximum likelihood estimate for the mean corresponds to the sample mean:

# find index number of highest values in log-likelihood  
maximum = which.max(scaled\_log\_likelihood)  
  
# print and compare to sample mean  
mus[maximum]

## [1] 173.79

mean (mens\_height)

## [1] 173.7877

So, we may conclude that the average male speaker is *most likely* to sound about 174 cm tall. We can also conclude informally based on Figure 2.8 that the most likely mean values fall between (approximately) 173 and 174.5 cm. This means that although the sample mean was 174 cm, it is reasonable that the true population mean might actually be 173.5 cm. This is because mean parameters in this range are also reasonably *likely* given our data. Basically, maybe our sample mean is wrong and arose by accident, and 173.5 cm is the true population . This outcome is compatible with our data. However, a value of 172.5 cm is very *unlikely* given our data. Since we think that 172.5 cm is not a plausible mean parameter given our sample, we can rule it out as a plausible value for the parameter of the underlying probability distribution. Using this approach, we can use the information in likelihood functions to rule out implausible values of based on the characteristics of our data.

# 3 Fitting Bayesian regression models with brms

In this chapter we’re going to start to answer basic research questions with Bayesian regression models using the brms package in R. The model we’ll use initially is not ‘correct’ for our data, but it is simple enough to work as an introduction to Bayesian regression models. In the next chapter we’ll use brms to build models that are closer to ‘correct’ given the structure of our data. Before using a Bayesian regression model to investigate our data, we will explain what we mean by *regression model* and what specifically makes the models in this book *Bayesian*. We’ll leave a discussion of the ‘multilevel’ aspect of our models for the following chapter.

## 3.1 What are regression models?

It’s difficult to offer a precise definition for **regression** because the term is so broad, but regression models can be thought of as models that help you understand systematic variation the mean parameter () of a normal distribution. Actually, you can model variation in other parameters (and use other probability distributions), but for now we will focus on models based on the normal distribution. Basically it goes like this:

* You have a variable you are interested in, , which is is a vector containing observations. We can refer to any one of these observations like this for the observation. Although it’s not necessary, we’re going to put the index variables associated with trial number () in brackets like this . This is just to make it easier to identify, and to highlight the similarity to vectors (e.g., mens\_height[i]).
* You assume that the random variation in your data is well described by a normal probability distribution. This is a mathematical function () that describes what is and is not probable based on two parameters. You also assume that the random variation in your data is independent. This means, for example, that you can’t really say why any two observations are above or below the mean.
* The mean of this distribution is either fixed, or varies in a systematic manner. The standard deviation of the error distribution is usually fixed, but can vary (more on this in chapter X).
* The variation in the mean of this distribution can be understood using some other variables, and regression tries to understand these relations.

We can write our model more formally as in Equation (3.1). This says that we expect that the tokens of the variable we are interested in are distributed according to () a normal distribution with parameters equal to and . Notice hat gets a subscript while and do not. That means that in this model those parameters are fixed for all observations, while the value of changes for each observation based on the subscript.

We’re going to learn to read and write formal descriptions of our models. The relationship between statistical concepts and the formal notation used to represent them is very similar to the ability to play music and musical notation. Someone who can play a song undoubtedly *knows* that song. However, in the absence of formal musical training that same person might not recognize sheet music representing the song. This person would also lack the vocabulary to discuss components of the song, and may find it difficult to learn to play new pieces. In the same way, most people have an excellent intuitive understanding of many statistical concepts (to be discussed in upcoming chapters) such as slopes, interactions, error, and so on. However, they lack the notational knowledge to understand these concepts when expressed in the formalisms often used to express these ideas. As a result, learning to read/write this notation will help you describe your models efficiently, and understand the models used by other people more effectively.

Equation (3.1) formalizes the fact that we think the *shape* of our data distribution will be like that of a normal distribution with a mean equal to and a standard deviation equal to . When you see this, , picture in your mind the shape of a normal distribution just like if you see this you may imagine a parabola. Really just represents that shape of the normal distribution, and the associated expectations about more and less probable outcomes. The above relationship can also be presented as in Equation (3.2).

Notice that we got rid of the symbol, moved out of the distribution function (), and that the mean of the distribution function is now 0. Under this interpretation, it is not the case that the entirety of the variable is random and unknowable. This representation breaks up our variable into two components:

1. A systematic component, the **predicted value** , that is expected for the variable .
2. A random component, the *error* , that causes unpredictable variation around .

Regression models separate variables into their **systematic** and **random** components. In this case, the systematic component is predictable for all observations in the data. The random component represents the *noise*, or *error* in our data, random variation around our predicted values that can’t be explained. This doesn’t mean that it’s inexplicable in general, it only means that we’ve structured our model in a way that doesn’t let us explain it. In other words, a model like this thinks all variations from the mean as noise because it is structured in such a way that treats all deviations as noise.

In regression models, we can try to understand variation in using predictor variables . These predictor variables co-vary (vary with) our variable, and we think help explain the variation in . For example, in (3.3) we’re saying we think is equal to some combination of the three predictor variables , , and . For example, we might expect that the apparent height of a speaker is affected by their f0 (), vocal-tract length (), and resonance (). So, when we combine these predictors we think we can come up with a pretty good estimate of how tall someone will sound.

The values of the predictor variables will vary from trial to trial, and are not fixed. In fact, often the whole point of running an experiment is to predict differences in observations based on differing predictor values. If we expect our predictors to vary from trial to trial, that means that the equation above should include subscripts indicating that the equation refers to the value of the predictors *for that trial* rather than overall. If we expect the predictors to change from trial to trial, naturally it is possible that may take on different values from trial to trial, and it therefore also needs an subscript. This update is reflected in equation (3.4).

The predicted value () for a given trial is very unlikely to be an equal combination of the predictors (as in equation (3.4)), so that a *weighting* of the predictors will be necessary. We can use the symbol for these weights as in equation (3.5). For example, maybe is twice as important as the other two predictors and so , while and . Actually, maybe one predictor has a *negative* effect so that . The ‘weights’ associated with each predictor are the **coefficients** (or parameters) of our model. Note that the weight terms () do not get an subscript. This is because they do not change from trial to trial. The *values* of the predictors change from trial to trial, but the way that these are combined does not, they are a stable property of the model.

We can insert equation (3.5) into equation (3.2) resulting in equation (3.6). At this point our model consists of an average value that has been broken up into three component parts, and the random component represented by normally-distributed noise.

Often, is used to represent the random component, the error term, as in equation (3.7). Notice that the error term *does* get an, subscript, as in . That is because the exact value of the error *does* change from trial to trial, even though the general characteristics of the error (i.e., ) do not. When expressed in this way this is now a *regression equation* or a *regression model*. **Fitting** a regression model basically consists of trying to find the ‘best’ values of its coefficients, , , and given our data and model structure.

Notice that according to equation (3.6), regression models do not require that our *data* be normally distributed, but only that the *random variation* in our data () be normally distributed. In (3.8), we see the sort of representation of our model that we will use in this book. This representation splits the systematic and random components of our regression model and clearly and succinctly informs us of the structure of out model. In plain English this is:

“We expect the average value of our variable to vary from trial to trial based on three predictors. The combination of these predictors is based on model specific coefficients that are static across trials. Our observations are expected to be randomly distributed around the mean value according to a normal distribution with a standard deviation equal to sigma”.

## 3.2 What’s ‘Bayesian’ about these models?

Traditional approaches to statistics (sometimes generally referred to as ‘frequentist’) estimate parameters by trying to find the most likely values for parameters. They do this by referring to likelihood functions based on theoretical probability distributions (i.e., maximum-likelihood estimation) as discussed in Chapter 2. We’re not going to discuss this approach to statistical inference in any detail as there are hundreds, if not thousands, of books available on the subject (for reading on the subject see section X). Rather than dwell on these ‘traditional’ approaches to statistical inference, we’re going to focus on what makes Bayesian inference *Bayesian*. Rather than rely on the likelihoods of parameter values, Bayesian models rely on the **posterior probabilities** of parameters. To explain what posterior probabilities are we need to talk about joint probabilities again. We’ll begin by stating something obvious: The probability of events and occurring is the same as the probability of and occurring.

Equation (3.9) can be reformulated as in (3.10) (see section 2.2.2).

Recall that and are simply placeholders for the probability of some hypothesis or assertion. We can replace these with and , which represent “the probability of observing your data” and “the probability of observing a certain parameter value” respectively. This is seen in equation (3.11), which states that “the probability of the parameter and the data is the same as the probability of the data and parameter”.

We can isolate on the left hand side by dividing both sides by , resulting in equation (3.12). When structured in this way, this is called **Bayes theorem**, and it underlies Bayesian statistical inference. Note however, that all we did was state a basic principle of probability theory (equation (3.9)) and then re-arrange some terms.

Each of the components in (3.12) have a name:

* is the **prior probability** (of the parameter). This is the **a priori** probability of parameter values *before* the current experiment, and independently of the data . This a priori expectation can come from world knowledge, previous experiments, common sense, or some combination thereof. For example, before you measure the height of adults in San Francisco, you know the average is not 4 feet and it is not 7 feet.
* is the likelihood. This is the probability that the data would be observed/generated for particular values of . The likelihood establishes the distribution of possible/credible parameter values given the *current* data and probability model. If we assume our data is normally distributed, can be thought of as the probability density of individual points given normal distributions as specified by .
* is the **posterior probability**, the probability of parameter values *after* your current experiment. This is the **a posteriori** probability that the parameter is given your data . You get the posterior probability by combining the prior distribution and the likelihood, and in doing so combining your prior beliefs with your current observations.
* is the **marginal probability**. This is necessary to scale the numerator so that the posterior density has a total area under the curve equal to one. However, you will note that the marginal probability does not vary as a function of . As a result, this does affect the posterior probability of different values of , and so you don’t really need to worry about the marginal probability very much.

As noted above, ‘traditional’ models focus primarily (or exclusively) on how likely different conclusions are given your data. In contrast, Bayesian models focus on the posterior probability of different parameter values, that is on the combination of the likelihood and prior probabilities of parameters.

#### 3.2.0.1 Prior probabilities

In a Bayesian model, every parameter whose value is being estimated needs a prior probability distribution to be specified. For example, imagine you are interested in estimating the mean of a set of values, . You decide to use a Bayesian model and decide that will have a normal prior with a mean and standard deviation equal to and . To estimate this model you would need to provide fixed values for and , for example we could use and . Note that the parameters of the prior do not get prior distributions themselves. This is because we are not estimating values of and , but only of .

The use of prior probabilities is sometimes said to make Bayesian models inherently ‘subjective’ but this concern is a bit overblown in most cases. First, in cases where you have plenty of data (as is often the case for experiments), prior probabilities often have little to no effect on outcomes. This is because when you have many observations, the posterior probability of parameters is dominated by the likelihood (as will be discussed in 3.2.0.2). Second, a researcher will always use ‘common sense’ (i.e. their prior expectations) to interpret their data. For example, if a listener reported that all adult males were 90 cm tall a researcher would have to wonder if this subject understands height in centimeters or if they were carrying out the experiment in good faith. So, even when they do not explicitly assign prior probabilities to parameter values, researchers still often use their expectations to ‘screen’ results in a manner broadly consistent with the use of prior probabilities in Bayesian reasoning. A Bayesian model simply requires that you build your expectations into your model. It *formalizes* it, makes it *definable* and *replicable*. Finally, every model involves arbitrary decisions which can substantially affect our results so that the design of a model can never said to be strictly ‘objective’. As a result,there is no particular reason to worry about the objectivity involved in establishing a prior in Bayesian modeling without also worrying about the objectivity involved in model building more generally.

#### 3.2.0.2 Posterior distributions

The calculation of posterior distributions involves the combination of the likelihood function with the prior probability distribution and the marginal probability. The marginal probability does not affect the ‘shape’ of the posterior distribution, and exists to scale the posterior so that the area under the curve is equal to one (to satisfy the requirements of basic probability theory). As a result, we will focus on the combination of the likelihood and prior probabilities.

The combination of the likelihood and prior probability distributions is straightforward conceptually: You multiply the values of the two densities at each x-axis location. This works because we are interested in the *joint* probability of the likelihood and the prior, and since these are independent of each other we know we can just multiply them. The resulting curve then represents the **joint density** of the two distributions. In Figure 3.1 several likelihoods and priors are combined, showing the effects of variations in these on posterior distributions. Each column of figure 3.1 differs in terms of the number of observations used to calculate the likelihood (n = 3, 10, 675), and rows differ in terms of the standard deviation of the prior probabilities of the mean with equal to 180 cm and = 100, 15, 1. In each case, the calculation of the likelihood assumes that the data has the same standard deviation as our apparent height data (7.8 cm). In each plot, all curves have been scaled to have the same height in the figure. This is only to make the figures visually interpretable but does not affect any of the points made below.

The different standard deviations used for the prior probabilities of encode different levels of prior belief regarding what heights of adult male speakers from the US. The top, middle, and bottom rows represent what can be referred to as **vague**, **weakly informative** and **informative** priors. The boundaries between these kinds of priors is somewhat fuzzy, however, they can be distinguished as follows. A vague prior provides almost no information about the expected range of plausible results, a weakly informative prior provides some information, and an informative prior provides a lot. You can think of these as three different approaches to using prior information.
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Figure 3.1: Demonstration of the effect of different prior probabilities and number of observations on likelihoods on posterior distributions.

In the top row of Figure 3.1 we see the influence of a *vague* or *diffuse* prior on inference. Since this distribution has a standard deviation of 100 and a mean of 180, this means that basically all heights from zero to 400 cm are plausible a priori. A prior probability this wide is only going to place very minimal constraints on the posterior probabilities. This is reflected in the top row of figure 3.1 where even in the case of only three observations the posterior probability almost exactly matches the likelihood. So, in the presence of very weak prior beliefs the most credible values for your parameters a posteriori (after experimentation) will be dominated by the most likely values. This makes sense.

In the middle row of Figure 3.1 we see the influence of a *weakly informative* prior. This distribution has a standard deviation of 15 and a mean of 180. The standard deviation was set to twice the value of the standard deviation of adult male heights in the United States (cite). As a result, it places reasonable constraints on our expectations but it will not overly influence results within that reasonable range. We see that in this case, the likelihood still dominates the posterior even when only five observations are available.

In the bottom row of Figure 3.1 we see the influence of a *informative* prior. This distribution has a standard deviation of 1 and a mean of 180. A prior distribution this narrow basically says that we are *sure* that the average height is around 180 cm. This is because the prior probability of any value outside of 178-182 cm is nearly zero, meaning that we do not believe values outside this bound before collecting our data. We can see that under these conditions, the prior distribution actually can have a strong effect on the posterior, especially in cases with few observations. However, with a large enough sample size the likelihood can still come to dominate even the narrowest prior distributions.

### 3.2.1 Characteristics of posterior distributions

If we focus on the general characteristics of posterior distributions with respect the the characteristics of priors and likelihoods, a pattern emerges. Specifically, the posterior is a mix of the prior and likelihood which takes their relative ‘variances’ into account. We know (see section 2.5.1) that the width of the likelihood function is dependent on the underlying error in the data and on the sample size: Error increases the width of the likelihood while more observations result in a narrower and narrower likelihood. So, we see that the characteristics of the posterior distribution will depend on: The ‘width’ of the prior distribution, the amount of noise in your dependent variable, and the number of samples involved in the calculation of your likelihood.

A consequence of the ‘merging’ of prior information with the likelihood is that posterior distributions can be **shrunk** towards the prior. Recall from chapter 2 that the maximum likelihood estimate of a parameter can be thought of as the ‘best’ parameter in that it is the parameter that makes your data as probable as it can be given the model structure. In figure 3.1 we see that in some cases the posterior distribution is not exactly like the likelihood and has been *pulled* towards the prior. This *pull* is referred to as **shrinkage**, because it tends to *shrink* the magnitude of effects by pulling them towards the mean (which is often zero). Broadly speaking, deviations from prior expectations are maintained when there is good enough evidence for them, and shrunk when there is not. What constitutes ‘enough’ evidence is based on the structure of the model and the nature of the data. As seen in figure 3.1 a wide enough prior will not meaningfully affect estimates even for extremely small sample sizes. You may wonder, is shrinkage a good thing? It turns out that shrinkage can help models arrive at more reliable parameter estimates by reducing weakly supported values that deviate substantially from prior expectations (cite). This will be discussed further in the following chapter.

## 3.3 Sampling from the posterior using STAN and brms

We want to understand the posterior distribution of parameters. How do we get this information? For very simple models posterior distributions can be understood **analytically**, that is by finding exact solutions to a series of equations. However, for more complicated models such as the ones we’ll discuss in this book, it can be difficult (if not impossible) to understand the characteristics of the posterior distributions of parameters in this way. As a result, these questions are answered **numerically** using software that randomly samples from posterior distributions. Given enough enough random samples from the posterior distribution, we can begin to draw the general expected shape of the distribution (just as with sampling from any other variable).

Many different software approaches to sampling from posterior distributions have been developed through the years including *winBUGS*, *JAGS*, and *STAN*. The software used in this book is **STAN**. We use this because it is (quick)relatively) fast, reliable, and widely adopted. However, the modeling and statistical principles explained in this book apply generally to all Bayesian models regardless of the software used to fit them, and the general concepts extend to all linear modeling more general.

One downside with working with STAN directly is that you need to write your own models. This is not too difficult, but it is not *easy* either, and it can be a bit time consuming especially for complicated models that we want to fit quickly. In this book we will rely on the brms package to use STAN. brms effectively simplifies the use of STAN by making the specification of highly-efficient models very simple, and providing us with a great deal of flexibility in doing so. It also includes many of helper functions that make working with Bayesian models very convenient. So, even though we will use brms for simplicity, everything we discuss in this book could be used to directly write your own models for STAN (or any other statistical software).

In order to sample from the posterior distribution using software like STAN, the user provide some data and a description of a model which specifies:

* The relations between the variables in the data. For example, what is the dependent variable? What are the independent variables? How do these relate?
* The nature of random variation in the model. To this point we have only discussed single sources of normally-distributed noise in our models.
* Prior distributions for all estimated parameters.

Given this information, STAN takes random samples from the posterior distribution and returns them all, rather than looking for the single ‘best’ estimate. For each parameter, STAN does a more-complicated version of the following algorithm:

1. Pick a random value for the parameter (i.e., = 173 cm).
2. Calculate the posterior probability for the current estimate of .
3. If the posterior estimate meets some criteria (e.g., it is better than the last one, it is not too low, etc.), then the value of is recorded, and becomes . If not it is just discarded.
4. Go back to step 1.

The result of this process is a **chain** of estimates of , and any other parameter you are estimating in your model. This *chain* is a vector of sequential samples of the posterior distribution of , which together tell us about the characteristics of the parameter it represents. Incredibly, under a very reasonable set of conditions the process below will result in a distribution of that will converge on the posterior distribution of given your data and model structure (including prior probabilities).

## 3.4 Estimating a single mean with the brms package

### 3.4.1 Data and Research Questions

We’re going to use the same experimental data we looked at last chapter: The height judgments collected for the adult male speakers in our experiment. For more information on the experiment, see section 1.3.2. Below we load the book package and subset our experimental data to only include those rows involving adult male speakers. In addition, we will focus only on the natural productions (the actual resonance, men$R=='a'), excluding those trials involving the manipulated ‘big’ resonance level.

We’re going to revisit the research questions posed at the beginning of Chapter 2:

Q1) How tall does the average adult male from the US sound?

Q2) Can we set limits on credible average apparent heights based on the data we collected?

However, this time we are going to approach these questions using a Bayesian regression model using brms (and STAN).

### 3.4.2 Description of the model

We’re beginning with a model that treats all of our data as random deviations drawn from a single, undifferentiated normal distribution. Our model for a single group of normally distributed values can be thought of in several different ways. In (3.13) the value of your dependent variable for any given trial () is thought of as being a normally-distributed variable with a trial-specific mean of , and a fixed standard deviation .

We can also think of this model as in (3.14), which says that your dependent variable is the sum of some of some average *expected value* for that trial, () and some specific random error for that trial (). The random error is expected to be normally distributed with a mean of 0 and some unknown standard deviation (as in: ).

In general, we use regression models to understand orderly variation in from trial to trial by breaking it up into predictors () that are combined using based on weights as determined by the model coefficients (). However, in this case we expect the value of to actually be equal for all trials. When we are only trying to estimate a single average, we don’t have any predictors to explain variation in . In fact, our model structure suggests we expect no variation in from trial to trial. However, mathematically we can’t just say ‘we have no predictor’ since everything needs to be represented by a number. As a result, we use a single ‘predictor’ with a value of 1 so that our regression equation is as in (3.15)). Now, our model is trying to guess the value of a single coefficient (), and we expect this coefficient to be equal to since it is being multiplied by a ‘predictor’ with a constant value of 1.

This kind of model is called an **Intercept only** model. Regression models are really about representing *differences*, differences between groups and across conditions. When you are encoding differences, you need an overall reference point. For example, saying that something is ‘5 miles north’ is only interpretable given some reference point. The ‘reference point’ used by your model is called your ‘Intercept’, and it is the center of your model’s universe. At this point our model consists *only* of a single reference point, and the parameter reflects its value (as shown in Equation (3.15)). As a result, the coefficient is called the ‘Intercept’ in our model. When a coefficient is just being multiplied by a ‘fake’ predictor that just equals one, we can omit it from the regression model (but its still secretly there). So, our model investigating the apparent heights of adult males from Michigan can be formalized like this:

Put in plain English, each line in the model says the following:

* We expect that apparent height for a given observation is normally distributed according to some trial-specific expected mean value and some unknown (but fixed) standard deviation.
* The expected value for any given trial () is equal to the intercept of the model for all trials. This means its fixed and we have the same expected value for all tokens.

What the model also implicitly says that the error, the random variation around , is drawn from a normal distribution with a mean of 0 and a standard deviation of . This distribution represents all deviations in apparent height around the mean apparent height for the sample (). In other words, the error for this model is expected to look like:

We can rearrange the terms in (#eq:313b) to isolate the random term on the left side. When we do this, we see that **error** is what we call the difference between the value of an observation and the expected value for that observation.

In practice, you never know the true expected value, the *real* exact parameter for whatever distribution you are working with. Instead, you work with an estimate of the predicted value . As a consequence, you do not have access to the exact errors but instead to estimated errors . Estimated errors are called **residuals**.

As noted in section 3.1, regression models assume that the random error, the unpredictable deviations about the expected value for a trial, are independent and identically distributed. We can now be more specific and say that we expect that our model *residuals* to be independent of each other. This assumption is obviously violated for this data since we have multiple observations from each listener, each of which had their own tendencies (as discussed in section 2.2.1). For this reason, we can say that this model is ‘wrong’; it is built in such a way that we know it is not a good fit for our data. We will discuss this, and the problems it causes, in the following chapter.

### 3.4.3 The model formula

Model structures are expressed in R using a very specific syntax. Think of writing a model formula as a sub-language within R. Generally, model formulas in R have the form:

y ~ predictors

The variable we are interested in understanding () goes on the left hand side of the , and on our predictors go on the right hand side. Notice that the random term () is not included in the model formula. The formula above can be read as ‘y is distributed according to some predictor’, which really means “we think there is systematic variation in our y variable that can be understood by considering its joint variation with our predictor variable(s).”

For intercept only models, the number 1 is included in the model formula to indicate that a single constant value is being estimated (as in (3.15)). As a result, our model formula will have the form seen below. This model could be said out loud like “we are trying to estimate the mean height” or “we are predicting mean height given only an intercept”.

height ~ 1

### 3.4.4 Fitting the model: Calling the brm function

The brms package contains the brm function, which we will use to fit our models. The brm function takes a model specification, data, and some other information, and fits a model that estimates all the model parameters. Unless otherwise specified, brm assumes that the error component () of your model is normally distributed. The first argument in the function call is the model formula, and the second argument tells the function where to find the data (a dataframe called men). The other arguments tell the function to estimate a single set of samples (chains = 1) using a single processor on your CPU (cores = 1). These arguments will be discussed in more detail later.

# To ensure predictable results in examples, we will using the same random   
# seed throughout, and resetting it before model fitting.   
set.seed (1)  
model = brms::brm (height ~ 1, data = men, chains = 1, cores = 1)  
  
## Compiling Stan program...  
## Start sampling  
##   
## SAMPLING FOR MODEL '03859e54349182b6cd9cd51aa7ca25d3' NOW (CHAIN 1).  
## Chain 1:   
## Chain 1: Gradient evaluation took 0 seconds  
## Chain 1: 1000 transitions using 10 leapfrog steps per transition would take 0 seconds.  
## Chain 1: Adjust your expectations accordingly!  
## Chain 1:   
## Chain 1:   
## Chain 1: Iteration: 1 / 2000 [ 0%] (Warmup)  
## Chain 1: Iteration: 200 / 2000 [ 10%] (Warmup)  
## Chain 1: Iteration: 400 / 2000 [ 20%] (Warmup)  
## Chain 1: Iteration: 600 / 2000 [ 30%] (Warmup)  
## Chain 1: Iteration: 800 / 2000 [ 40%] (Warmup)  
## Chain 1: Iteration: 1000 / 2000 [ 50%] (Warmup)  
## Chain 1: Iteration: 1001 / 2000 [ 50%] (Sampling)  
## Chain 1: Iteration: 1200 / 2000 [ 60%] (Sampling)  
## Chain 1: Iteration: 1400 / 2000 [ 70%] (Sampling)  
## Chain 1: Iteration: 1600 / 2000 [ 80%] (Sampling)  
## Chain 1: Iteration: 1800 / 2000 [ 90%] (Sampling)  
## Chain 1: Iteration: 2000 / 2000 [100%] (Sampling)  
## Chain 1:   
## Chain 1: Elapsed Time: 0.103 seconds (Warm-up)  
## Chain 1: 0.057 seconds (Sampling)  
## Chain 1: 0.16 seconds (Total)

By default, brms takes 2000 samples, throwing out the first 1000 samples and returning the last 1000. The first 1000 samples are the **warmup**, the time the model uses to find appropriate parameter values for the model. The output above shows you that the sampler is working, and tells you about the progress as it works. This is a small amount of data and a simple model so it should be pretty fast. This is the only time we will be actually fitting a model in the code chunks. For all of the models discussed in this book, you can fit any of these models yourself locally using the code provided, or you can download them directly from the course GitHub using the code below.

# Download it from the GitHub page:  
model = bmmb::get\_model ('3\_model.RDS')

### 3.4.5 Interpreting the model: the print statement

Typing the model name into the console and hitting enter prints the default brms model print statement:

# inspect model  
model

The first part provides you with some basic information and part tells you some technical details that we don’t have to worry about for now (though some are obvious).

## Family: gaussian   
## Links: mu = identity; sigma = identity   
##Formula: height ~ 1   
## Data: men (Number of observations: 675)   
## Draws: 1 chains, each with iter = 2000; warmup = 1000; thin = 1;  
## total post-warmup draws = 1000

Next we see estimated effects for our predictors, in this case only an intercept. This is a **population-level effect** because is is shared by all observations in our sample, and not specific to any one observation.

## Population-Level Effects:   
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk\_ESS Tail\_ESS  
## Intercept 173.80 0.31 173.20 174.38 1.00 1038 598

The information above provides the mean (Estimate) and standard deviation (Est. Error) of the posterior distribution of (Intercept). The values of l-95% CI and u-95% CI represent the upper and lower 95% **credible interval** of the posterior distribution. An credible interval of a parameter is an interval such that the parameter has an chance ( probability) of falling inside the interval. brm calculates credible intervals using quantiles so that the l-95% CI and u-95% CI represent 2.5% and 97.5% quantiles of the posterior samples of a parameter. Based on its 95% credible interval, we see that there is a 95% probability that is between 173.2 and 174.4 cm given our data and model structure. Our model also provides us an estimate of the error standard deviation(), under ‘Family Specific Parameters: sigma’. This estimate closely matches our sample standard deviation estimate (sd(mens\_height)) of 7.76 cm.

In addition, we also get a 95% credible interval for this parameter (2.5% = 7.38, 97.5% = 8.21). Although our focus is often on estimation mean parameters, it is very imprtant to keep in mind that our model in (3.16) involves the estimations of *two* parameters, and .

## Family Specific Parameters:   
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk\_ESS Tail\_ESS  
## sigma 7.78 0.22 7.38 8.21 1.00 1060 736

This last section is just boilerplate and contains some basic reminders which will generally always look the same.

## Samples were drawn using sampling(NUTS). For each parameter, Bulk\_ESS  
## and Tail\_ESS are effective sample size measures, and Rhat is the potential  
## scale reduction factor on split chains (at convergence, Rhat = 1).

### 3.4.6 Seeing the samples

In section 3.3 we discussed that Bayesian modeling software (like STAN) takes *samples* of the posterior distributions of parameters given the data and model structure. It is helpful to see that our model is really just a series of **posterior samples**. Compact description of our models, such as the one in the print described above, are just summarizes of the information contained in the posterior samples. Below we get the posterior samples from the model we fit above, in the form of a matrix. As expected, we have 1000 samples of each parameter. The first column represents the model intercept (b\_Intercept), the middle column is the error (sigma). The third column (lp\_\_) is the **log posterior density**: the logarithm of the product of the prior and the likelihood, without dividing by the marginal probability (the importance of this value will be discussed in later chapters).

# get posterior samples from model  
samples = brms::as\_draws\_matrix (model)  
head (samples)  
## # A draws\_matrix: 6 iterations, 1 chains, and 3 variables  
## variable  
## draw b\_Intercept sigma lp\_\_  
## 1 174 7.7 -2346  
## 2 174 7.8 -2345  
## 3 174 7.6 -2345  
## 4 174 7.5 -2346  
## 5 174 8.1 -2346  
## 6 174 7.9 -2345

We can plot the individual samples for the mean parameter on the left in figure 3.2, and on the right we can see a histogram of the samples.
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Figure 3.2: (left) Individual samples from posterior distribution of the model intercept paramter. (right) A histogram of the samples on the left. The curve shows a normal distribution with a mean of 173.8 and a standard deviation of 0.31.

Recall that our model output provides information about 95% credible intervals for the mean parameter:

## Population-Level Effects:   
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk\_ESS Tail\_ESS  
## Intercept 173.80 0.31 173.20 174.38 1.00 1038 598

We know that these simply correspond to the 2.5% and 97.5% quantiles of the posterior samples. We can confirm this by checking the quantiles on the vector containing our posterior samples and see that these exactly correspond to the values of Estimate, l-95% CI, and u-95% CI in the model print statement above.

quantile (samples[,"b\_Intercept"], c(.025, .975))  
## 2.5% 97.5%   
## 173.2024 174.3812

One of the great things about Bayesian models is that you can make your own summaries of the posterior samples, summarize them in several ways as required, and ask different questions easily. For example, there is no special status for the 2.5 and 97.5% quantiles, and we can easily check the values of other ones:

quantile (samples[,"b\_Intercept"], c(.25, .75))  
## 25% 75%   
## 173.5890 174.0052

We can also use the posterior distribution to find the probability that the mean parameter is over/under any arbitrary value:

mean (samples[,"b\_Intercept"] < 174)  
## [1] 0.746

Let’s take a second to think about why this works. Recall that the probability is the odds that something will occur, relative to all other outcomes. Our vector samples[,"b\_Intercept"] represents 1000 observations of a random variable, 1000 possible values of the average apparent height of adult males from the US. If we find the total number of these observations that were below 174 cm and then divide by the total number of observations (1000), we are calculating the probability of observing a mean estimate below 174 cm. As a result, the calculation above says that there is a 0.75 probability (a 75% chance) that the mean apparent height of adult male speakers in this population is under 174 cm, given our data and model structure. We come to this conclusion by finding that 75% of the posterior samples of the parameter of interest are below 174 cm.

### 3.4.7 Getting the residuals

We can get the model residuals using the residuals function. By default it returns a data frame where one row corresponds to each observation in your data, and the different columns provide you information about the estimate. You will notice that you get credible intervals for each of the estimated residuals. This is because there is one prediction for each set of posterior samples. Since we have 1000 posterior samples that means we have 1000 slightly different predicted values for each observation and therefore 1000 slightly different estimated errors for each observation. By default the distribution of residuals is presented, but you can get the individual estimates themselves by calling residuals(model,summary=FALSE).

model\_residuals = residuals (model)  
head (model\_residuals)  
## Estimate Est.Error Q2.5 Q97.5  
## [1,] -2.0979616 0.3084632 -2.681229 -1.5023669  
## [2,] 2.5020384 0.3084632 1.918771 3.0976331  
## [3,] 4.0020384 0.3084632 3.418771 4.5976331  
## [4,] 5.0020384 0.3084632 4.418771 5.5976331  
## [5,] -1.5979616 0.3084632 -2.181229 -1.0023669  
## [6,] -0.7979616 0.3084632 -1.381229 -0.2023669

In the left panel of figure @ref(fig:F32.5) we show a histogram of our residuals and compare this to the standard deviation estimated for the error distribution in our model (sigma = 7.78). It is no surprise that these match because this is precisely what the sigma parameter in our model is an estimate of, the standard deviation of the residuals. Since our model consists of only an intercept, a single expected value () for all instances of the variable, all variation around the mean constitutes error. We can compare this by comparing our residual estimates to the centered data (right panel of figure @ref(fig:F32.5)) and seeing that these are basically the same.

par (mfrow = c(1,2), mar = c(4,4,1,1))  
hist(model\_residuals[,1],main="", col = bmmb::cols[13], freq=FALSE)  
curve (dnorm (x,0,7.8), xlim=c(-40,25),add=TRUE,lwd=2,col=deepgreen)  
  
centered\_height = mens\_height - mean(mens\_height)  
plot (model\_residuals[,1], centered\_height,lwd=2,col=4,cex=1.5)  
abline (0,1,col=2,lwd=2)
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(#fig:F32.5)(left) Histogram of the residuals of our model. (right) A comparison of our residuals and centered height judgments shows that these are the same thing.

## 3.5 Checking model convergence

Our parameter estimates are based of a set of samples from the posterior distribution of a parameter. As with any other inference based on samples, our parameter estimates will be unreliable if we don’t have enough samples, or if our samples do not represent the population we are trying to understand. For this reason, it’s important to look at the **ESS** values (the *expected sample size*), and the **Rhat** values provided for brm model print statements. ESS tells you about how many *independent* samples you have taken from the posterior. Bulk ESS tells you how many samples the sampler took in the ‘thick’ part of the density, and Tail ESS reflects how much time the sampler spent in the ‘thin’ part, in the tails of the distribution. Rhat tells you about whether your ‘chains’ have converged (more on this later). As noted in the ‘boilerplate’ at the end of the brm model print statement, values of Rhat near 1 are good, and values higher than around 1.1 are a bad sign. Ideally we would like several hundred samples (at least) for mean estimates, and thousands to be confident in the 95% confidence intervals. If you fit a model and get a warning message like this:

## Warning messages:  
## 1: Bulk Effective Samples Size (ESS) is too low, indicating posterior means and   
## medians may be unreliable. Running the chains for more iterations may help. See:  
## http://mc-stan.org/misc/warnings.html#bulk-ess  
## 2: Tail Effective Samples Size (ESS) is too low, indicating posterior variances   
## and tail quantiles may be unreliable.  
## Running the chains for more iterations may help. See  
## http://mc-stan.org/misc/warnings.html#tail-ess

That is brms telling you that you need to collect more samples in order to be confident in your parameter estimates. To get more samples we can run the model longer, or we can use more **chains**. A chain is a separate set of samples for your parameter values. A model can be fit in parallel across several cores resulting in several independent chains. Since these chains are all supposed to be sampling from the same posterior distribution, their samples can be merged across chains after sampling. There is a fixed number of samples a single core of your computer can take in a fixed amount of time. When you do this across cores, you can get (approximately) times as many samples in the same amount of time. Since many computers these days have 4-8 (or more) cores, we can take advantage of parallel processing to fit models faster. Before fitting a model across multiple cores, you should confirm how many you have. You can use the following command (you may need to install the parallel package):

parallel::detectCores()

The example code throughout this book will use four cores to fit models. If you only have four total cores, change the models to use 2-3 chains and cores. One thing to keep in mind is that these models can be computationally intensive to fit. As the data sets become larger and the models become more complicated, more powerful computers are needed in order to fit a model in a reasonable amount of time. Below, we re-fit our initial model but run it on four chains, and on four cores at once.

# Fit the model yourself  
set.seed (1)  
model\_multicore =   
 brms::brm (height ~ 1, data = men, chains = 4, cores = 4)

# Or download it from the GitHub page:  
model\_multicore = bmmb::get\_model ('3\_model\_multicore.RDS')

We can print the model below, and can see that using four chains has substantially increased our ESS, without taking up much more computing time. Towards the top of our print statement we see that 4 chains have collected total post-warmup samples = 4000. This means our model has 4000 samples for every parameter in the model. However, for some parameter we have only about 3000 ‘effective samples’. This means some of our samples are basically dead weight, taking up space and slowing down future computations for no good reason. The discrepancy between the number of samples and the ‘effective’ number of samples is due to something called **autocorrelation**, the self-similarity of nearby observations in a series of observations. Sometimes consecutive samples can be too similar and so don’t given you that much *independent* information. When this happens you end up with less information about a parameter than you might think based on the number of samples you have. Think of it like measuring the temperature of a place to get an idea of its average annual weather. Measurements need to be well separated in order to be really independent. If you were to measure the temperature every 5 minutes these measurements would have a high autocorrelation, and would not give you a good impression of the range of temperatures that place tends to experience in a calendar year.

# inspect model  
model\_multicore  
## Family: gaussian   
## Links: mu = identity; sigma = identity   
## Formula: height ~ 1   
## Data: men (Number of observations: 675)   
## Draws: 4 chains, each with iter = 2000; warmup = 1000; thin = 1;  
## total post-warmup draws = 4000  
##   
## Population-Level Effects:   
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk\_ESS Tail\_ESS  
## Intercept 173.78 0.30 173.19 174.36 1.00 3920 2665  
##   
## Family Specific Parameters:   
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk\_ESS Tail\_ESS  
## sigma 7.77 0.21 7.38 8.20 1.00 2956 2804  
##   
## Draws were sampled using sampling(NUTS). For each parameter, Bulk\_ESS  
## and Tail\_ESS are effective sample size measures, and Rhat is the potential  
## scale reduction factor on split chains (at convergence, Rhat = 1).

One way to increase the ESS without increasing the total final sample size is to run longer chains and keep only every one. This strategy is called **thinning**. This lets your models be smaller while containing approximately the same information. To do this you have to change the iter, warmup and thin parameters when you fit your model. Default behavior is that the models you fit keep every sample after the warmup is done, up to the iter maximum. So if iter=3000 and warmup=1000 you will end up with 2000 samples. After this, you keep only one every thin samples. Basically, you will end up with samples per chain. If you are doing this across Ncores cores, then you will end up with samples in total. Below, we ask for 3000 samples per chain. Since the warmup is 1000 this means we will keep 2000 post warm-up. However, since thin=2, we will keep only 1000 of these. Finally, since we are fitting the model on four cores, we will end up with 5000 samples in total (i.e. ).

# Fit the model yourself  
set.seed (1)  
model\_thinned =   
 brms::brm (height ~ 1, data = men, chains = 4, cores = 4,  
 warmup = 1000, iter = 3000, thin = 2)

We inspect the model print statement and see that despite having the same number of samples as the model\_multicore, the ESS for this model is higher than for the previous model, in particular ofr the sigma parameter.

# inspect model  
model\_thinned  
## Family: gaussian   
## Links: mu = identity; sigma = identity   
## Formula: height ~ 1   
## Data: men (Number of observations: 675)   
## Draws: 4 chains, each with iter = 1500; warmup = 500; thin = 2;  
## total post-warmup draws = 2000  
##   
## Population-Level Effects:   
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk\_ESS Tail\_ESS  
## Intercept 173.78 0.29 173.22 174.35 1.00 3528 3547  
##   
## Family Specific Parameters:   
## Estimate Est.Error l-95% CI u-95% CI Rhat Bulk\_ESS Tail\_ESS  
## sigma 7.76 0.21 7.38 8.18 1.00 4063 3665  
##   
## Draws were sampled using sampling(NUTS). For each parameter, Bulk\_ESS  
## and Tail\_ESS are effective sample size measures, and Rhat is the potential  
## scale reduction factor on split chains (at convergence, Rhat = 1).

## 3.6 Specifying prior probabilities

In section 3.2 we mentioned that in Bayesian models all estimated parameters *must* have prior probability distributions specified for them. And yet, to this point we’ve been fitting models without explicitly specifying prior probability distributions for the parameters. It turns out that if you don’t specify prior probabilities for your parameters, brm will use its own default priors for parameters given the characteristics of your data. We can use the function get\_prior in brms to see what the default priors are for our model, and to see which parameters in our model require priors. Of course, we should know this based on the structure of our model but this method is useful to help verify our expectations.

Below we can see that our model requires priors for our two estimated parameters, the Intercept () and sigma () parameters, and that these have been given default values. The default values use a t distribution (student\_t()), which we will discuss in section X.

brms::get\_prior (height ~ 1, data = men)

## prior class coef group resp dpar nlpar bound source  
## student\_t(3, 174.5, 7.1) Intercept default  
## student\_t(3, 0, 7.1) sigma default

brms makes it easy to specify prior probabilities for specific parameters or whole ‘classes’ of parameters. Setting priors for entire classes of parameters is faster for you and makes the model run faster. Right now, our model only includes the following classes of parameters:

* Intercept: this is a unique class, only for intercepts.
* sigma: this is for the standard deviation of our error parameters. Our model only has one for now, sigma (), but it will have more later.

We’re going to set *weakly informative* prior probabilities for our parameters. To set these you have to use what you know about your variables and the world in general. Since we know that the average male over 20 in the US is 176 cm tall (cite@@), this seems like a reasonable prior expectation for how tall the adult males in our sample will sound. We also know that the standard deviation of adult male heights in the US is 7.5 cm, and will double this for our priors. This is to account for that fact that there may be more variation in how tall people ‘sound’ compared to how tall they *are*. The code to set the priors for our model looks like this:

prior = c(brms::set\_prior("normal(176, 15)", class = "Intercept"),  
 brms::set\_prior("normal(0, 15)", class = "sigma"))

The code above tells our model to use a normal distribution with a mean of 176 and a standard deviation of 15 (normal(176, 15)) for the prior distribution of the Intercept. Around 90-95% of the mass of normal distributions is within two standard deviations of the mean. This means that we are saying that we expect, a priori, that the intercept should be between around 146 (176-15x2) and 206 Hz (176+15x2). This is too broad, but at least places the supposed outcomes within reasonable human ranges. The random error, sigma, was given a prior with a normal distribution with a mean of 0 and a standard deviation of 15 (normal(0, 15)). This is likely an overestimation of the magnitude of the random error in this data. However, it is likely to be in the ballpark. Our prior specifies a normal distribution centered at 0 for the standard deviation. Since standard deviations, like variances, can only be positive the sampler (STAN) used by brm ignores the negative half and uses only the positive half of the prior distribution. This prior basically says that we expect the average variation around the mean to be less than 30 cm, which it is very likely to be.

The left panel in figure 3.3 compares the normal distribution we used (blue line) to a histogram of our height judgments. As we can see, the prior distribution we used for the intercept is much broader (more vague) than the data distribution so that it will have basically no effect on our results (but will help our model fit properly). The right panel compares the prior for the standard deviation parameters to the absolute value of the centered apparent heights. This presentation shows how far each observation is from the mean apparent height (at 174 cm), and again we see that most of these deviations are in the thicker part of the prior density. As a result, neither of these priors is going to have much of an effect on our parameter estimates given the size of our sample (see figure 3.1.
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Figure 3.3: (left) A comparison of the densities of the prior for our intercept, compared to a histogram of our height judgments for male speakers. (right) The distribution of absolute deviations from the mean height judgment, compared to the prior distribution for the error parameter in our model.

We can update the description of our model to include the specification of prior distributions for each estimated parameter, as in (3.18). In the future, our model descriptions will always include these. Our model specification now makes it clear: We expect height judgments to be normally distributed, we expect the mean to always equal the intercept, and we have specific distributions in mind for all estimated model parameters (i.e., ).

We can fit this new model below using the new lines which specify the prior distributions for our parameters.

# Fit the model yourself, or  
set.seed (1)  
model\_priors =   
 brms::brm (height ~ 1, data = men, chains = 4, cores = 4,  
 warmup = 1000, iter = 3500, thin = 2,  
 prior = c(brms::set\_prior("normal(176, 15)", class = "Intercept"),  
 brms::set\_prior("normal(0, 15)", class = "sigma")))

We can use the short\_summary function in the bmmb package to get a ‘smaller’ version of the model print statements. These shorter versions are not a replacement for the complete statement as they omit important information about model fit. However, they do help us to compare models while minimizing redundant information in this text, thereby making a more efficient use of space on the page. If we compare the output of model\_thinned:

# inspect model  
bmmb::short\_summary (model\_thinned)  
## Formula: height ~ 1  
## Population-Level Effects:  
## Estimate Est.Error l-95% CI u-95% CI  
## Intercept 173.78 0.29 173.22 174.35  
##   
## Family Specific Parameters:  
## Estimate Est.Error l-95% CI u-95% CI  
## sigma 7.76 0.21 7.38 8.18

To that of the model where we specified wider priors (model\_priors), we see that there is no noticeable effect on our results. This is because the prior matters less and less when you have a lot of data, and because we have set wide priors that are appropriate (but vague) given our data. Although the priors may not matter much for models as simple as these, they can be very important when working with more complex data, and are a necessary component of Bayesian modeling.

bmmb::short\_summary (model\_priors)

## Formula: height ~ 1  
## Population-Level Effects:  
## Estimate Est.Error l-95% CI u-95% CI  
## Intercept 173.8 0.3 173.21 174.39  
##   
## Family Specific Parameters:  
## Estimate Est.Error l-95% CI u-95% CI  
## sigma 7.78 0.21 7.37 8.22

## 3.7 Answering our research questions

Finally, let’s return again to the research questions we posed initially in chapter 2, and again at the beginning of this chapter:

Q1) What is the average apparent height of the whole *population* likely to be?

Q2) Can we set bounds on likely mean f0 values based on the data we collected?

We can consider the answers to these questions provided by our final model, model\_priors. Usually, parameters should be reported with *at least* the mean/median and standard deviations of the posterior distribution, in addition to some useful credible interval (e.g. 50%, 95%) around that parameter. Based on the result of our final model, an answer to each question might be something like this:

A1) Based on our model the average apparent height for adult males is likely to be 174 cm. In a paper we might report this like: “The mean height is 174 cm (s.d. = 0.3, 95% CI = 173.2, 174.7)”.

A2) Yes we can. There is a 95% probability that the population mean is between 173.5 and 174.7 given our data and model structure. In other words, 95% of the posterior density is concentrated between the values of 173.2 and 174.4.

Notice that our answers correspond closely to what we concluded at the end of last chapter, that “the average male speaker is *most likely* to sound about 174 cm tall. We can also conclude informally based on Figure 2.8 that the most likely mean values fall between (approximately) 173 and 174.5 cm”. The reason for this correspondence is because we made our inferences at the end of chapter 2 using only the likelihood and, due to the shape of the prior and the number of observations in our data, the shape posterior distribution of our model is being dominated by the likelihood.

## 3.8 Frequentist corner

In frequentist corner, we’re going to compare the output of brms to some more ‘traditional’ approaches. We’re not going to talk about the traditional models in any detail, the focus of this section is simply to highlight the similarities between different approaches, and to point out where to find equivalent information in the different models. If you are already familiar with these approaches, these sections may be helpful. If not, feel free to skip these sections of the book, although they may still be helpful. If you want to know more about the statistical methods being discussed here, please see section X for a list of suggested background reading in statistics.

### 3.8.1 Intercept-only Bayesian models vs. the one-sample t-test

We can fit a one-sample t-test to our vector of apparent-height judgments.

t.test (mens\_height)

##   
## One Sample t-test  
##   
## data: mens\_height  
## t = 581.58, df = 674, p-value < 2.2e-16  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 173.2010 174.3744  
## sample estimates:  
## mean of x   
## 173.7877

This usage is incorrect however, since this test requires that all the observations be independent from each other. Since we have multiple observations from each speaker and listener, our observations are not independent of each other. Notice however, that the interval provided around the mean (95 percent confidence interval: 173.2010 174.3744) corresponds very well to the 95% credible interval around the intercept provided in model\_priors (173.21, 174.39). The reason they align so well is because our Bayesian estimate is being dominated by the likelihood, and the more ‘traditional’ t-test *only* consideres the likelihood. In addition to this, both the t-test and our current Bayesian model (inappropriately) treat all our observations as independent when they are not. This issue will be discussed at length in the following chapter.