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## Final Project Report - Practical Machine Learning Course

These are the files produced during a homework assignment of Coursera's MOOC Practical Machine Learning from Johns Hopkins University. For more information about the several MOOCs comprised in this Specialization, please visit: <https://www.coursera.org/specialization/jhudatascience/>

The scripts have been solely produced, tested and executed on MAC OS X 10.9.4, and RStudio Version 0.98.976.

# Developer: Diogo Aurelio

GitHub repo: <https://github.com/diogoaurelio/Practical-Machine-Learning/tree/master/Course%20Project>

RPubs: <http://rpubs.com/dpaurelio/29426>

Background

Using devices such as Jawbone Up, Nike FuelBand, and Fitbit it is now possible to collect a large amount of data about personal activity relatively inexpensively. These type of devices are part of the quantified self movement - a group of enthusiasts who take measurements about themselves regularly to improve their health, to find patterns in their behavior, or because they are tech geeks. One thing that people regularly do is quantify how much of a particular activity they do, but they rarely quantify how well they do it. In this project, your goal will be to use data from accelerometers on the belt, forearm, arm, and dumbell of 6 participants. They were asked to perform barbell lifts correctly and incorrectly in 5 different ways. More information is available from the website here: <http://groupware.les.inf.puc-rio.br/har> (see the section on the Weight Lifting Exercise Dataset).

# Data

The training data for this project are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv>

The test data are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv>

The data for this project come from this source: <http://groupware.les.inf.puc-rio.br/har>. If you use the document you create for this class for any purpose please cite them as they have been very generous in allowing their data to be used for this kind of assignment.

# What you should submit

The goal of your project is to predict the manner in which they did the exercise. This is the "classe" variable in the training set. You may use any of the other variables to predict with. You should create a report describing how you built your model, how you used cross validation, what you think the expected out of sample error is, and why you made the choices you did. You will also use your prediction model to predict 20 different test cases.

# Peer Review Portion

Your submission for the Peer Review portion should consist of a link to a Github repo with your R markdown and compiled HTML file describing your analysis. Please constrain the text of the writeup to < 2000 words and the number of figures to be less than 5. It will make it easier for the graders if you submit a repo with a gh-pages branch so the HTML page can be viewed online (and you always want to make it easy on graders :-).

# Course Project Prediction Quiz Portion

Apply your machine learning algorithm to the 20 test cases available in the test data above and submit your predictions in appropriate format to the Course Project Prediction Quiz for automated grading.

# Reproducibility

Due to security concerns with the exchange of R code, your code will not be run during the evaluation by your classmates. Please be sure that if they download the repo, they will be able to view the compiled HTML version of your analysis.

library(caret)

## Warning: package 'caret' was built under R version 3.3.2

## Loading required package: lattice

## Warning: package 'lattice' was built under R version 3.3.1

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 3.3.2

library(rpart)  
library(rpart.plot)

## Warning: package 'rpart.plot' was built under R version 3.3.2

library(RColorBrewer)

## Warning: package 'RColorBrewer' was built under R version 3.3.1

library(rattle)

## Warning: package 'rattle' was built under R version 3.3.2

## Rattle: A free graphical interface for data mining with R.  
## Version 4.1.0 Copyright (c) 2006-2015 Togaware Pty Ltd.  
## Type 'rattle()' to shake, rattle, and roll your data.

library(randomForest)

## Warning: package 'randomForest' was built under R version 3.3.2

## randomForest 4.6-12

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

Finally, load the same seed with the following line of code:

set.seed(12345)  
##The training data set can be found on the following URL:  
  
trainUrl <- "http://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv"  
##The testing data set can be found on the following URL:  
  
testUrl <- "http://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv"  
##Both files are downloaded manually  
  
training <- read.csv("pml-training.csv", na.strings=c("NA","#DIV/0!",""))  
testing <- read.csv("pml-testing.csv", na.strings=c("NA","#DIV/0!",""))  
#check data  
head(training)

## X user\_name raw\_timestamp\_part\_1 raw\_timestamp\_part\_2 cvtd\_timestamp  
## 1 1 carlitos 1323084231 788290 05/12/2011 11:23  
## 2 2 carlitos 1323084231 808298 05/12/2011 11:23  
## 3 3 carlitos 1323084231 820366 05/12/2011 11:23  
## 4 4 carlitos 1323084232 120339 05/12/2011 11:23  
## 5 5 carlitos 1323084232 196328 05/12/2011 11:23  
## 6 6 carlitos 1323084232 304277 05/12/2011 11:23  
## new\_window num\_window roll\_belt pitch\_belt yaw\_belt total\_accel\_belt  
## 1 no 11 1.41 8.07 -94.4 3  
## 2 no 11 1.41 8.07 -94.4 3  
## 3 no 11 1.42 8.07 -94.4 3  
## 4 no 12 1.48 8.05 -94.4 3  
## 5 no 12 1.48 8.07 -94.4 3  
## 6 no 12 1.45 8.06 -94.4 3  
## kurtosis\_roll\_belt kurtosis\_picth\_belt kurtosis\_yaw\_belt  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## skewness\_roll\_belt skewness\_roll\_belt.1 skewness\_yaw\_belt max\_roll\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## max\_picth\_belt max\_yaw\_belt min\_roll\_belt min\_pitch\_belt min\_yaw\_belt  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## amplitude\_roll\_belt amplitude\_pitch\_belt amplitude\_yaw\_belt  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## var\_total\_accel\_belt avg\_roll\_belt stddev\_roll\_belt var\_roll\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## avg\_pitch\_belt stddev\_pitch\_belt var\_pitch\_belt avg\_yaw\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## stddev\_yaw\_belt var\_yaw\_belt gyros\_belt\_x gyros\_belt\_y gyros\_belt\_z  
## 1 NA NA 0.00 0.00 -0.02  
## 2 NA NA 0.02 0.00 -0.02  
## 3 NA NA 0.00 0.00 -0.02  
## 4 NA NA 0.02 0.00 -0.03  
## 5 NA NA 0.02 0.02 -0.02  
## 6 NA NA 0.02 0.00 -0.02  
## accel\_belt\_x accel\_belt\_y accel\_belt\_z magnet\_belt\_x magnet\_belt\_y  
## 1 -21 4 22 -3 599  
## 2 -22 4 22 -7 608  
## 3 -20 5 23 -2 600  
## 4 -22 3 21 -6 604  
## 5 -21 2 24 -6 600  
## 6 -21 4 21 0 603  
## magnet\_belt\_z roll\_arm pitch\_arm yaw\_arm total\_accel\_arm var\_accel\_arm  
## 1 -313 -128 22.5 -161 34 NA  
## 2 -311 -128 22.5 -161 34 NA  
## 3 -305 -128 22.5 -161 34 NA  
## 4 -310 -128 22.1 -161 34 NA  
## 5 -302 -128 22.1 -161 34 NA  
## 6 -312 -128 22.0 -161 34 NA  
## avg\_roll\_arm stddev\_roll\_arm var\_roll\_arm avg\_pitch\_arm stddev\_pitch\_arm  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## var\_pitch\_arm avg\_yaw\_arm stddev\_yaw\_arm var\_yaw\_arm gyros\_arm\_x  
## 1 NA NA NA NA 0.00  
## 2 NA NA NA NA 0.02  
## 3 NA NA NA NA 0.02  
## 4 NA NA NA NA 0.02  
## 5 NA NA NA NA 0.00  
## 6 NA NA NA NA 0.02  
## gyros\_arm\_y gyros\_arm\_z accel\_arm\_x accel\_arm\_y accel\_arm\_z magnet\_arm\_x  
## 1 0.00 -0.02 -288 109 -123 -368  
## 2 -0.02 -0.02 -290 110 -125 -369  
## 3 -0.02 -0.02 -289 110 -126 -368  
## 4 -0.03 0.02 -289 111 -123 -372  
## 5 -0.03 0.00 -289 111 -123 -374  
## 6 -0.03 0.00 -289 111 -122 -369  
## magnet\_arm\_y magnet\_arm\_z kurtosis\_roll\_arm kurtosis\_picth\_arm  
## 1 337 516 NA NA  
## 2 337 513 NA NA  
## 3 344 513 NA NA  
## 4 344 512 NA NA  
## 5 337 506 NA NA  
## 6 342 513 NA NA  
## kurtosis\_yaw\_arm skewness\_roll\_arm skewness\_pitch\_arm skewness\_yaw\_arm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## max\_roll\_arm max\_picth\_arm max\_yaw\_arm min\_roll\_arm min\_pitch\_arm  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## min\_yaw\_arm amplitude\_roll\_arm amplitude\_pitch\_arm amplitude\_yaw\_arm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## roll\_dumbbell pitch\_dumbbell yaw\_dumbbell kurtosis\_roll\_dumbbell  
## 1 13.05217 -70.49400 -84.87394 NA  
## 2 13.13074 -70.63751 -84.71065 NA  
## 3 12.85075 -70.27812 -85.14078 NA  
## 4 13.43120 -70.39379 -84.87363 NA  
## 5 13.37872 -70.42856 -84.85306 NA  
## 6 13.38246 -70.81759 -84.46500 NA  
## kurtosis\_picth\_dumbbell kurtosis\_yaw\_dumbbell skewness\_roll\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## skewness\_pitch\_dumbbell skewness\_yaw\_dumbbell max\_roll\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## max\_picth\_dumbbell max\_yaw\_dumbbell min\_roll\_dumbbell min\_pitch\_dumbbell  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## min\_yaw\_dumbbell amplitude\_roll\_dumbbell amplitude\_pitch\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## amplitude\_yaw\_dumbbell total\_accel\_dumbbell var\_accel\_dumbbell  
## 1 NA 37 NA  
## 2 NA 37 NA  
## 3 NA 37 NA  
## 4 NA 37 NA  
## 5 NA 37 NA  
## 6 NA 37 NA  
## avg\_roll\_dumbbell stddev\_roll\_dumbbell var\_roll\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## avg\_pitch\_dumbbell stddev\_pitch\_dumbbell var\_pitch\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## avg\_yaw\_dumbbell stddev\_yaw\_dumbbell var\_yaw\_dumbbell gyros\_dumbbell\_x  
## 1 NA NA NA 0  
## 2 NA NA NA 0  
## 3 NA NA NA 0  
## 4 NA NA NA 0  
## 5 NA NA NA 0  
## 6 NA NA NA 0  
## gyros\_dumbbell\_y gyros\_dumbbell\_z accel\_dumbbell\_x accel\_dumbbell\_y  
## 1 -0.02 0.00 -234 47  
## 2 -0.02 0.00 -233 47  
## 3 -0.02 0.00 -232 46  
## 4 -0.02 -0.02 -232 48  
## 5 -0.02 0.00 -233 48  
## 6 -0.02 0.00 -234 48  
## accel\_dumbbell\_z magnet\_dumbbell\_x magnet\_dumbbell\_y magnet\_dumbbell\_z  
## 1 -271 -559 293 -65  
## 2 -269 -555 296 -64  
## 3 -270 -561 298 -63  
## 4 -269 -552 303 -60  
## 5 -270 -554 292 -68  
## 6 -269 -558 294 -66  
## roll\_forearm pitch\_forearm yaw\_forearm kurtosis\_roll\_forearm  
## 1 28.4 -63.9 -153 NA  
## 2 28.3 -63.9 -153 NA  
## 3 28.3 -63.9 -152 NA  
## 4 28.1 -63.9 -152 NA  
## 5 28.0 -63.9 -152 NA  
## 6 27.9 -63.9 -152 NA  
## kurtosis\_picth\_forearm kurtosis\_yaw\_forearm skewness\_roll\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## skewness\_pitch\_forearm skewness\_yaw\_forearm max\_roll\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## max\_picth\_forearm max\_yaw\_forearm min\_roll\_forearm min\_pitch\_forearm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## min\_yaw\_forearm amplitude\_roll\_forearm amplitude\_pitch\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## amplitude\_yaw\_forearm total\_accel\_forearm var\_accel\_forearm  
## 1 NA 36 NA  
## 2 NA 36 NA  
## 3 NA 36 NA  
## 4 NA 36 NA  
## 5 NA 36 NA  
## 6 NA 36 NA  
## avg\_roll\_forearm stddev\_roll\_forearm var\_roll\_forearm avg\_pitch\_forearm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## stddev\_pitch\_forearm var\_pitch\_forearm avg\_yaw\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## stddev\_yaw\_forearm var\_yaw\_forearm gyros\_forearm\_x gyros\_forearm\_y  
## 1 NA NA 0.03 0.00  
## 2 NA NA 0.02 0.00  
## 3 NA NA 0.03 -0.02  
## 4 NA NA 0.02 -0.02  
## 5 NA NA 0.02 0.00  
## 6 NA NA 0.02 -0.02  
## gyros\_forearm\_z accel\_forearm\_x accel\_forearm\_y accel\_forearm\_z  
## 1 -0.02 192 203 -215  
## 2 -0.02 192 203 -216  
## 3 0.00 196 204 -213  
## 4 0.00 189 206 -214  
## 5 -0.02 189 206 -214  
## 6 -0.03 193 203 -215  
## magnet\_forearm\_x magnet\_forearm\_y magnet\_forearm\_z classe  
## 1 -17 654 476 A  
## 2 -18 661 473 A  
## 3 -18 658 469 A  
## 4 -16 658 469 A  
## 5 -17 655 473 A  
## 6 -9 660 478 A

head(testing)

## X user\_name raw\_timestamp\_part\_1 raw\_timestamp\_part\_2 cvtd\_timestamp  
## 1 1 pedro 1323095002 868349 05/12/2011 14:23  
## 2 2 jeremy 1322673067 778725 30/11/2011 17:11  
## 3 3 jeremy 1322673075 342967 30/11/2011 17:11  
## 4 4 adelmo 1322832789 560311 02/12/2011 13:33  
## 5 5 eurico 1322489635 814776 28/11/2011 14:13  
## 6 6 jeremy 1322673149 510661 30/11/2011 17:12  
## new\_window num\_window roll\_belt pitch\_belt yaw\_belt total\_accel\_belt  
## 1 no 74 123.00 27.00 -4.75 20  
## 2 no 431 1.02 4.87 -88.90 4  
## 3 no 439 0.87 1.82 -88.50 5  
## 4 no 194 125.00 -41.60 162.00 17  
## 5 no 235 1.35 3.33 -88.60 3  
## 6 no 504 -5.92 1.59 -87.70 4  
## kurtosis\_roll\_belt kurtosis\_picth\_belt kurtosis\_yaw\_belt  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## skewness\_roll\_belt skewness\_roll\_belt.1 skewness\_yaw\_belt max\_roll\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## max\_picth\_belt max\_yaw\_belt min\_roll\_belt min\_pitch\_belt min\_yaw\_belt  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## amplitude\_roll\_belt amplitude\_pitch\_belt amplitude\_yaw\_belt  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## var\_total\_accel\_belt avg\_roll\_belt stddev\_roll\_belt var\_roll\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## avg\_pitch\_belt stddev\_pitch\_belt var\_pitch\_belt avg\_yaw\_belt  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## stddev\_yaw\_belt var\_yaw\_belt gyros\_belt\_x gyros\_belt\_y gyros\_belt\_z  
## 1 NA NA -0.50 -0.02 -0.46  
## 2 NA NA -0.06 -0.02 -0.07  
## 3 NA NA 0.05 0.02 0.03  
## 4 NA NA 0.11 0.11 -0.16  
## 5 NA NA 0.03 0.02 0.00  
## 6 NA NA 0.10 0.05 -0.13  
## accel\_belt\_x accel\_belt\_y accel\_belt\_z magnet\_belt\_x magnet\_belt\_y  
## 1 -38 69 -179 -13 581  
## 2 -13 11 39 43 636  
## 3 1 -1 49 29 631  
## 4 46 45 -156 169 608  
## 5 -8 4 27 33 566  
## 6 -11 -16 38 31 638  
## magnet\_belt\_z roll\_arm pitch\_arm yaw\_arm total\_accel\_arm var\_accel\_arm  
## 1 -382 40.7 -27.80 178 10 NA  
## 2 -309 0.0 0.00 0 38 NA  
## 3 -312 0.0 0.00 0 44 NA  
## 4 -304 -109.0 55.00 -142 25 NA  
## 5 -418 76.1 2.76 102 29 NA  
## 6 -291 0.0 0.00 0 14 NA  
## avg\_roll\_arm stddev\_roll\_arm var\_roll\_arm avg\_pitch\_arm stddev\_pitch\_arm  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## var\_pitch\_arm avg\_yaw\_arm stddev\_yaw\_arm var\_yaw\_arm gyros\_arm\_x  
## 1 NA NA NA NA -1.65  
## 2 NA NA NA NA -1.17  
## 3 NA NA NA NA 2.10  
## 4 NA NA NA NA 0.22  
## 5 NA NA NA NA -1.96  
## 6 NA NA NA NA 0.02  
## gyros\_arm\_y gyros\_arm\_z accel\_arm\_x accel\_arm\_y accel\_arm\_z magnet\_arm\_x  
## 1 0.48 -0.18 16 38 93 -326  
## 2 0.85 -0.43 -290 215 -90 -325  
## 3 -1.36 1.13 -341 245 -87 -264  
## 4 -0.51 0.92 -238 -57 6 -173  
## 5 0.79 -0.54 -197 200 -30 -170  
## 6 0.05 -0.07 -26 130 -19 396  
## magnet\_arm\_y magnet\_arm\_z kurtosis\_roll\_arm kurtosis\_picth\_arm  
## 1 385 481 NA NA  
## 2 447 434 NA NA  
## 3 474 413 NA NA  
## 4 257 633 NA NA  
## 5 275 617 NA NA  
## 6 176 516 NA NA  
## kurtosis\_yaw\_arm skewness\_roll\_arm skewness\_pitch\_arm skewness\_yaw\_arm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## max\_roll\_arm max\_picth\_arm max\_yaw\_arm min\_roll\_arm min\_pitch\_arm  
## 1 NA NA NA NA NA  
## 2 NA NA NA NA NA  
## 3 NA NA NA NA NA  
## 4 NA NA NA NA NA  
## 5 NA NA NA NA NA  
## 6 NA NA NA NA NA  
## min\_yaw\_arm amplitude\_roll\_arm amplitude\_pitch\_arm amplitude\_yaw\_arm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## roll\_dumbbell pitch\_dumbbell yaw\_dumbbell kurtosis\_roll\_dumbbell  
## 1 -17.73748 24.96085 126.23596 NA  
## 2 54.47761 -53.69758 -75.51480 NA  
## 3 57.07031 -51.37303 -75.20287 NA  
## 4 43.10927 -30.04885 -103.32003 NA  
## 5 -101.38396 -53.43952 -14.19542 NA  
## 6 62.18750 -50.55595 -71.12063 NA  
## kurtosis\_picth\_dumbbell kurtosis\_yaw\_dumbbell skewness\_roll\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## skewness\_pitch\_dumbbell skewness\_yaw\_dumbbell max\_roll\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## max\_picth\_dumbbell max\_yaw\_dumbbell min\_roll\_dumbbell min\_pitch\_dumbbell  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## min\_yaw\_dumbbell amplitude\_roll\_dumbbell amplitude\_pitch\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## amplitude\_yaw\_dumbbell total\_accel\_dumbbell var\_accel\_dumbbell  
## 1 NA 9 NA  
## 2 NA 31 NA  
## 3 NA 29 NA  
## 4 NA 18 NA  
## 5 NA 4 NA  
## 6 NA 29 NA  
## avg\_roll\_dumbbell stddev\_roll\_dumbbell var\_roll\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## avg\_pitch\_dumbbell stddev\_pitch\_dumbbell var\_pitch\_dumbbell  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## avg\_yaw\_dumbbell stddev\_yaw\_dumbbell var\_yaw\_dumbbell gyros\_dumbbell\_x  
## 1 NA NA NA 0.64  
## 2 NA NA NA 0.34  
## 3 NA NA NA 0.39  
## 4 NA NA NA 0.10  
## 5 NA NA NA 0.29  
## 6 NA NA NA -0.59  
## gyros\_dumbbell\_y gyros\_dumbbell\_z accel\_dumbbell\_x accel\_dumbbell\_y  
## 1 0.06 -0.61 21 -15  
## 2 0.05 -0.71 -153 155  
## 3 0.14 -0.34 -141 155  
## 4 -0.02 0.05 -51 72  
## 5 -0.47 -0.46 -18 -30  
## 6 0.80 1.10 -138 166  
## accel\_dumbbell\_z magnet\_dumbbell\_x magnet\_dumbbell\_y magnet\_dumbbell\_z  
## 1 81 523 -528 -56  
## 2 -205 -502 388 -36  
## 3 -196 -506 349 41  
## 4 -148 -576 238 53  
## 5 -5 -424 252 312  
## 6 -186 -543 262 96  
## roll\_forearm pitch\_forearm yaw\_forearm kurtosis\_roll\_forearm  
## 1 141 49.30 156.0 NA  
## 2 109 -17.60 106.0 NA  
## 3 131 -32.60 93.0 NA  
## 4 0 0.00 0.0 NA  
## 5 -176 -2.16 -47.9 NA  
## 6 150 1.46 89.7 NA  
## kurtosis\_picth\_forearm kurtosis\_yaw\_forearm skewness\_roll\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## skewness\_pitch\_forearm skewness\_yaw\_forearm max\_roll\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## max\_picth\_forearm max\_yaw\_forearm min\_roll\_forearm min\_pitch\_forearm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## min\_yaw\_forearm amplitude\_roll\_forearm amplitude\_pitch\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## amplitude\_yaw\_forearm total\_accel\_forearm var\_accel\_forearm  
## 1 NA 33 NA  
## 2 NA 39 NA  
## 3 NA 34 NA  
## 4 NA 43 NA  
## 5 NA 24 NA  
## 6 NA 43 NA  
## avg\_roll\_forearm stddev\_roll\_forearm var\_roll\_forearm avg\_pitch\_forearm  
## 1 NA NA NA NA  
## 2 NA NA NA NA  
## 3 NA NA NA NA  
## 4 NA NA NA NA  
## 5 NA NA NA NA  
## 6 NA NA NA NA  
## stddev\_pitch\_forearm var\_pitch\_forearm avg\_yaw\_forearm  
## 1 NA NA NA  
## 2 NA NA NA  
## 3 NA NA NA  
## 4 NA NA NA  
## 5 NA NA NA  
## 6 NA NA NA  
## stddev\_yaw\_forearm var\_yaw\_forearm gyros\_forearm\_x gyros\_forearm\_y  
## 1 NA NA 0.74 -3.34  
## 2 NA NA 1.12 -2.78  
## 3 NA NA 0.18 -0.79  
## 4 NA NA 1.38 0.69  
## 5 NA NA -0.75 3.10  
## 6 NA NA -0.88 4.26  
## gyros\_forearm\_z accel\_forearm\_x accel\_forearm\_y accel\_forearm\_z  
## 1 -0.59 -110 267 -149  
## 2 -0.18 212 297 -118  
## 3 0.28 154 271 -129  
## 4 1.80 -92 406 -39  
## 5 0.80 131 -93 172  
## 6 1.35 230 322 -144  
## magnet\_forearm\_x magnet\_forearm\_y magnet\_forearm\_z problem\_id  
## 1 -714 419 617 1  
## 2 -237 791 873 2  
## 3 -51 698 783 3  
## 4 -233 783 521 4  
## 5 375 -787 91 5  
## 6 -300 800 884 6

## Partioning the training set into two

Partioning the training set into two Partioning Training data set into two data sets, 60% for myTraining, 40% for myTesting:

inTrain <- createDataPartition(y=training$classe, p=0.6, list=FALSE)  
myTraining <- training[inTrain, ]; myTesting <- training[-inTrain, ]  
dim(myTraining); dim(myTesting)

## [1] 11776 160

## [1] 7846 160

## Cleaning the data

The following transformations were used to clean the data:

Transformation 1: Cleaning NearZeroVariance Variables Run this code to view possible NZV Variables:

myDataNZV <- nearZeroVar(myTraining, saveMetrics=TRUE)  
##Run this code to create another subset without NZV variables:  
myNZVvars <- names(myTraining) %in% c("new\_window", "kurtosis\_roll\_belt", "kurtosis\_picth\_belt",  
"kurtosis\_yaw\_belt", "skewness\_roll\_belt", "skewness\_roll\_belt.1", "skewness\_yaw\_belt",  
"max\_yaw\_belt", "min\_yaw\_belt", "amplitude\_yaw\_belt", "avg\_roll\_arm", "stddev\_roll\_arm",  
"var\_roll\_arm", "avg\_pitch\_arm", "stddev\_pitch\_arm", "var\_pitch\_arm", "avg\_yaw\_arm",  
"stddev\_yaw\_arm", "var\_yaw\_arm", "kurtosis\_roll\_arm", "kurtosis\_picth\_arm",  
"kurtosis\_yaw\_arm", "skewness\_roll\_arm", "skewness\_pitch\_arm", "skewness\_yaw\_arm",  
"max\_roll\_arm", "min\_roll\_arm", "min\_pitch\_arm", "amplitude\_roll\_arm", "amplitude\_pitch\_arm",  
"kurtosis\_roll\_dumbbell", "kurtosis\_picth\_dumbbell", "kurtosis\_yaw\_dumbbell", "skewness\_roll\_dumbbell",  
"skewness\_pitch\_dumbbell", "skewness\_yaw\_dumbbell", "max\_yaw\_dumbbell", "min\_yaw\_dumbbell",  
"amplitude\_yaw\_dumbbell", "kurtosis\_roll\_forearm", "kurtosis\_picth\_forearm", "kurtosis\_yaw\_forearm",  
"skewness\_roll\_forearm", "skewness\_pitch\_forearm", "skewness\_yaw\_forearm", "max\_roll\_forearm",  
"max\_yaw\_forearm", "min\_roll\_forearm", "min\_yaw\_forearm", "amplitude\_roll\_forearm",  
"amplitude\_yaw\_forearm", "avg\_roll\_forearm", "stddev\_roll\_forearm", "var\_roll\_forearm",  
"avg\_pitch\_forearm", "stddev\_pitch\_forearm", "var\_pitch\_forearm", "avg\_yaw\_forearm",  
"stddev\_yaw\_forearm", "var\_yaw\_forearm")  
myTraining <- myTraining[!myNZVvars]  
#To check the new N?? of observations  
dim(myTraining)

## [1] 11776 100

##Transformation 2: Killing first column of Dataset - ID Removing first ID variable so that it does not interfer with ML Algorithms:  
myTraining <- myTraining[c(-1)]  
  
##Transformation 3: Cleaning Variables with too many NAs. For Variables that have more than a 60% threshold of NA's I'm going to leave them out:  
trainingV3 <- myTraining #creating another subset to iterate in loop  
for(i in 1:length(myTraining)) { #for every column in the training dataset  
 if( sum( is.na( myTraining[, i] ) ) /nrow(myTraining) >= .6 ) { #if n?? NAs > 60% of total observations  
 for(j in 1:length(trainingV3)) {  
 if( length( grep(names(myTraining[i]), names(trainingV3)[j]) ) ==1) { #if the columns are the same:  
 trainingV3 <- trainingV3[ , -j] #Remove that column  
 }   
 }   
 }  
}  
#To check the new N?? of observations  
dim(trainingV3)

## [1] 11776 58

#Seting back to our set:  
myTraining <- trainingV3  
rm(trainingV3)

## Now let us do the exact same 3 transformations but for our myTesting and testing data sets.

clean1 <- colnames(myTraining)  
clean2 <- colnames(myTraining[, -58]) #already with classe column removed  
myTesting <- myTesting[clean1]  
testing <- testing[clean2]  
  
#To check the new N?? of observations  
dim(myTesting)

## [1] 7846 58

#To check the new N?? of observations  
dim(testing)

## [1] 20 57

#Note: The last column - problem\_id - which is not equal to training sets, was also "automagically" removed  
#No need for this code:  
#testing <- testing[-length(testing)]  
  
##In order to ensure proper functioning of Decision Trees and especially RandomForest Algorithm with the Test data set (data set provided), we need to coerce the data into the same type.  
for (i in 1:length(testing) ) {  
 for(j in 1:length(myTraining)) {  
 if( length( grep(names(myTraining[i]), names(testing)[j]) ) ==1) {  
 class(testing[j]) <- class(myTraining[i])  
 }   
 }   
}  
#And to make sure Coertion really worked, simple smart ass technique:  
testing <- rbind(myTraining[2, -58] , testing) #note row 2 does not mean anything, this will be removed right.. now:  
testing <- testing[-1,]

## Using ML algorithms for prediction: Decision Tree

modFitA1 <- rpart(classe ~ ., data=myTraining, method="class")  
##Note: to view the decision tree with fancy run this command:  
  
fancyRpartPlot(modFitA1)

![](data:image/png;base64,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)

#Predicting:  
predictionsA1 <- predict(modFitA1, myTesting, type = "class")  
##(Moment of truth) Using confusion Matrix to test results:  
  
confusionMatrix(predictionsA1, myTesting$classe)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 2150 60 7 1 0  
## B 61 1260 69 64 0  
## C 21 188 1269 143 4  
## D 0 10 14 857 78  
## E 0 0 9 221 1360  
##   
## Overall Statistics  
##   
## Accuracy : 0.8789   
## 95% CI : (0.8715, 0.8861)  
## No Information Rate : 0.2845   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8468   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.9633 0.8300 0.9276 0.6664 0.9431  
## Specificity 0.9879 0.9693 0.9450 0.9845 0.9641  
## Pos Pred Value 0.9693 0.8666 0.7809 0.8936 0.8553  
## Neg Pred Value 0.9854 0.9596 0.9841 0.9377 0.9869  
## Prevalence 0.2845 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2740 0.1606 0.1617 0.1092 0.1733  
## Detection Prevalence 0.2827 0.1853 0.2071 0.1222 0.2027  
## Balanced Accuracy 0.9756 0.8997 0.9363 0.8254 0.9536

##Using ML algorithms for prediction: Random Forests  
modFitB1 <- randomForest(classe ~. , data=myTraining)  
#Predicting in-sample error:  
  
predictionsB1 <- predict(modFitB1, myTesting, type = "class")  
##(Moment of truth) Using confusion Matrix to test results:  
  
confusionMatrix(predictionsB1, myTesting$classe)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 2231 2 0 0 0  
## B 1 1516 2 0 0  
## C 0 0 1366 3 0  
## D 0 0 0 1282 2  
## E 0 0 0 1 1440  
##   
## Overall Statistics  
##   
## Accuracy : 0.9986   
## 95% CI : (0.9975, 0.9993)  
## No Information Rate : 0.2845   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.9982   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 0.9996 0.9987 0.9985 0.9969 0.9986  
## Specificity 0.9996 0.9995 0.9995 0.9997 0.9998  
## Pos Pred Value 0.9991 0.9980 0.9978 0.9984 0.9993  
## Neg Pred Value 0.9998 0.9997 0.9997 0.9994 0.9997  
## Prevalence 0.2845 0.1935 0.1744 0.1639 0.1838  
## Detection Rate 0.2843 0.1932 0.1741 0.1634 0.1835  
## Detection Prevalence 0.2846 0.1936 0.1745 0.1637 0.1837  
## Balanced Accuracy 0.9996 0.9991 0.9990 0.9983 0.9992

Random Forests yielded better Results, as expected!

Generating Files to submit as answers for the Assignment: Finally, using the provided Test Set out-of-sample error.

For Random Forests we use the following formula, which yielded a much better prediction in in-sample:

predictionsB2 <- predict(modFitB1, testing, type = "class")  
#Function to generate files with predictions to submit for assignment  
  
pml\_write\_files = function(x){  
 n = length(x)  
 for(i in 1:n){  
 filename = paste0("problem\_id\_",i,".txt")  
 write.table(x[i],file=filename,quote=FALSE,row.names=FALSE,col.names=FALSE)  
 }  
}  
  
pml\_write\_files(predictionsB2)