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# Введение

Развитие высокопроизводительных методов секвенирования дает значительный толчок биологическим исследованиям и становлению персонализированной медицины. Получение полного генетического кода живых организмов стало гораздо более доступным.

Однако, несмотря на это, использование генетического кода довольно затруднительно. Эти трудности связаны с тем, что влияние отдельных аллелей и нуклеотидов на различные процессы, происходящие в живых организмах, изучены лишь частично. В связи с этим, большое распространение получили алгоритмы машинного обучения, позволяющие автоматически находить закономерности в геноме, влияющие на исследуемые процессы. Однако и здесь есть некоторые трудности, связанные с тем, что, как правило, количество имеющихся размеченных примеров, необходимых алгоритмам машинного обучения, невелико, а количество признаков внушительно. Это затрудняет построение устойчивых моделей, не страдающих от эффекта переобучения. Также, несмотря на то, что получение полного генома стало гораздо доступней, это все еще достаточно дорогостоящая процедура. Гораздо более дешевой является процедура получения небольших участков генома. Описанные выше проблемы определяют необходимость поиска небольшого числа значимых участков генома. Если число используемых для анализа участков невелико, с одной стороны, модель будет использовать гораздо меньшее число признаков, а значит, наверняка получится более устойчивой, а с другой, вычисление этих признаков будет дешевле.

В данной работе рассматриваются некоторые способы отбора значимых признаков и оценка влияния отобранных признаков на развитие резистентности к противомикробным препаратам.

# ГЛАВА 1. ОСНОВНЫЕ ТЕОРЕТИЧЕСКИЕ СВЕДЕНИЯ

## 1.1 Постановка задачи

В данной работе рассматривается задача полногеномного поиска ассоциаций, где анализируются мутации (однонуклеотидные полиморфизмы) в последовательностях ДНК микробактерий туберкулеза. Цель заключается в нахождении таких участков генома, мутации в которых влияют на наличие либо отсутствие лекарственной устойчивости к определенному препарату. Для определения мутаций использовалось сравнение геномной последовательности с некоторой референсной последовательностью. Любое отличие символа в исходной последовательности и символа референсной последовательности считалось мутацией.

На вход поступает описание мутаций в последовательностях ДНК микробактерий туберкулеза. Для более наглядного представления введем матрицу размера , где – число наблюдаемых объектов, – число различных позиций, в которых наблюдались мутации. Элемент матрицы равен 1, если у объекта под номером наблюдалась мутация в -й по счету позиции среди тех, в которых наблюдалась мутация хотя бы одном среди имеющихся объектов, , если в этой же позиции не наблюдается мутация и , если не удалось установить, была ли мутация в соответствующей позиции. Информация о чувствительности к определенному препарату закодирована в векторе , где , если установлена лекарственная устойчивость -го объекта к выбранному препарату, , если у соответствующего объекта установлена лекарственная чувствительность к препарату и , если сведения отсутствуют.

Выходные данные представляют собой следующее:

1. Список мутаций, влияющих на чувствительность или устойчивость к препарату.
2. Модель, использующая описанный выше список мутаций, позволяющая для новых геномов микробактерий предсказывать, являются ли они устойчивыми или чувствительными к лекарственному препарату

## 1.2 Описание некоторых алгоритмов машинного обучения

Для решения подобной задачи часто используют методы машинного обучения. Существуют методы, позволяющие как отбирать значимые признаки (в нашем случае, значимые мутации), так и строить модели для предсказания лекарственной устойчивости для новых объектов. Далее, рассмотрим некоторые широко известные алгоритмы машинного обучения.

### 1.2.1 Логистическая регрессия

Для описания логистической регрессии воспользуемся материалом из [8].

Логистическая [регрессия](https://ru.wikipedia.org/wiki/%D0%A0%D0%B5%D0%B3%D1%80%D0%B5%D1%81%D1%81%D0%B8%D1%8F_(%D0%BC%D0%B0%D1%82%D0%B5%D0%BC%D0%B0%D1%82%D0%B8%D0%BA%D0%B0)) применяется для предсказания вероятности возникновения некоторого события по значениям множества признаков. Для этого вводится так называемая зависимая переменная , которая принимает лишь одно из двух значений — как правило, это числа (событие не произошло) и (событие произошло), и множество независимых переменных (также называемых признаками, предикторами или регрессорами) — [вещественных](https://ru.wikipedia.org/wiki/%D0%92%D0%B5%D1%89%D0%B5%D1%81%D1%82%D0%B2%D0%B5%D0%BD%D0%BD%D0%BE%D0%B5_%D1%87%D0%B8%D1%81%D0%BB%D0%BE) , на основе значений которых требуется вычислить вероятность принятия того или иного значения зависимой переменной.

Делается предположение о том, что вероятность события  равняется:

|  |  |
| --- | --- |
| , где | (1) |

Здесь  и  — [векторы-столбцы](https://ru.wikipedia.org/wiki/%D0%92%D0%B5%D0%BA%D1%82%D0%BE%D1%80-%D1%81%D1%82%D0%BE%D0%BB%D0%B1%D0%B5%D1%86) значений независимых переменных  и параметров (коэффициентов регрессии) — вещественных чисел , соответственно, а  — так называемая *логистическая функция* (иногда также называемая [сигмоидом](https://ru.wikipedia.org/wiki/%D0%A1%D0%B8%D0%B3%D0%BC%D0%BE%D0%B8%D0%B4" \o "Сигмоид) или логит-функцией): .

Для подбора параметров  необходимо составить [обучающую выборку](https://ru.wikipedia.org/w/index.php?title=%D0%9E%D0%B1%D1%83%D1%87%D0%B0%D1%8E%D1%89%D0%B0%D1%8F_%D0%B2%D1%8B%D0%B1%D0%BE%D1%80%D0%BA%D0%B0&action=edit&redlink=1), состоящую из наборов значений независимых переменных и соответствующих им значений зависимой переменной . Формально, это множество пар , где  — вектор значений независимых переменных, а  — соответствующее им значение . Каждая такая пара называется обучающим примером.

Обычно используется [метод максимального правдоподобия](https://ru.wikipedia.org/wiki/%D0%9C%D0%B5%D1%82%D0%BE%D0%B4_%D0%BC%D0%B0%D0%BA%D1%81%D0%B8%D0%BC%D0%B0%D0%BB%D1%8C%D0%BD%D0%BE%D0%B3%D0%BE_%D0%BF%D1%80%D0%B0%D0%B2%D0%B4%D0%BE%D0%BF%D0%BE%D0%B4%D0%BE%D0%B1%D0%B8%D1%8F), согласно которому выбираются параметры , максимизирующие значение [функции правдоподобия](https://ru.wikipedia.org/wiki/%D0%A4%D1%83%D0%BD%D0%BA%D1%86%D0%B8%D1%8F_%D0%BF%D1%80%D0%B0%D0%B2%D0%B4%D0%BE%D0%BF%D0%BE%D0%B4%D0%BE%D0%B1%D0%B8%D1%8F) на обучающей выборке.

Для улучшения обобщающей способности получающейся модели, то есть уменьшения эффекта [переобучения](https://ru.wikipedia.org/wiki/%D0%9F%D0%B5%D1%80%D0%B5%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5), на практике часто рассматривается логистическая регрессия с [регуляризацией](https://ru.wikipedia.org/wiki/%D0%A0%D0%B5%D0%B3%D1%83%D0%BB%D1%8F%D1%80%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D1%8F_(%D0%BC%D0%B0%D1%82%D0%B5%D0%BC%D0%B0%D1%82%D0%B8%D0%BA%D0%B0)).

Регуляризация заключается в том, что вектор параметров  рассматривается как [случайный вектор](https://ru.wikipedia.org/wiki/%D0%A1%D0%BB%D1%83%D1%87%D0%B0%D0%B9%D0%BD%D1%8B%D0%B9_%D0%B2%D0%B5%D0%BA%D1%82%D0%BE%D1%80) с некоторой заданной [априорной](https://ru.wikipedia.org/wiki/%D0%90%D0%BF%D1%80%D0%B8%D0%BE%D1%80%D0%BD%D0%BE%D0%B5_%D1%80%D0%B0%D1%81%D0%BF%D1%80%D0%B5%D0%B4%D0%B5%D0%BB%D0%B5%D0%BD%D0%B8%D0%B5) плотностью распределения . Для обучения модели вместо метода наибольшего правдоподобия при этом используется [метод максимизации апостериорной оценки](https://ru.wikipedia.org/wiki/%D0%9E%D1%86%D0%B5%D0%BD%D0%BA%D0%B0_%D0%B0%D0%BF%D0%BE%D1%81%D1%82%D0%B5%D1%80%D0%B8%D0%BE%D1%80%D0%BD%D0%BE%D0%B3%D0%BE_%D0%BC%D0%B0%D0%BA%D1%81%D0%B8%D0%BC%D1%83%D0%BC%D0%B0).

В качестве априорного распределения часто выступает многомерное [нормальное распределение](https://ru.wikipedia.org/wiki/%D0%9D%D0%BE%D1%80%D0%BC%D0%B0%D0%BB%D1%8C%D0%BD%D0%BE%D0%B5_%D1%80%D0%B0%D1%81%D0%BF%D1%80%D0%B5%D0%B4%D0%B5%D0%BB%D0%B5%D0%BD%D0%B8%D0%B5) с нулевым средним и матрицей ковариации, соответствующее априорному убеждению о том, что все коэффициенты регрессии должны быть небольшими числами, идеально — многие малозначимые коэффициенты должны быть нулями. Подставив плотность этого априорного распределения в формулу выше и прологарифмировав, получим следующую оптимизационную задачу:

|  |  |
| --- | --- |
|  | (2) |

где  — параметр регуляризации. Этот метод известен как L2-регуляризованная логистическая регрессия, так как в целевую функцию входит [L2-норма](https://ru.wikipedia.org/wiki/L2-%D0%BD%D0%BE%D1%80%D0%BC%D0%B0) вектора параметров для регуляризации.

Если вместо L2-нормы использовать [L1-норму](https://ru.wikipedia.org/wiki/L1-%D0%BD%D0%BE%D1%80%D0%BC%D0%B0), что эквивалентно использованию [распределения Лапласа](https://ru.wikipedia.org/wiki/%D0%A0%D0%B0%D1%81%D0%BF%D1%80%D0%B5%D0%B4%D0%B5%D0%BB%D0%B5%D0%BD%D0%B8%D0%B5_%D0%9B%D0%B0%D0%BF%D0%BB%D0%B0%D1%81%D0%B0), как априорного, вместо нормального, то получится другой распространённый вариант метода — L1-регуляризованная логистическая регрессия:

|  |  |
| --- | --- |
|  | (3) |

### 1.2.2 Дерево принятия решений

Для описания дерева решений воспользуемся материалом из [9].

Дерево принятия решений (также может называться деревом классификации или регрессионным деревом) — средство поддержки [принятия решений](https://ru.wikipedia.org/wiki/%D0%A2%D0%B5%D0%BE%D1%80%D0%B8%D1%8F_%D0%BF%D1%80%D0%B8%D0%BD%D1%8F%D1%82%D0%B8%D1%8F_%D1%80%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B9), использующееся в [статистике](https://ru.wikipedia.org/wiki/%D0%A1%D1%82%D0%B0%D1%82%D0%B8%D1%81%D1%82%D0%B8%D0%BA%D0%B0) и [анализе данных](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B0%D0%BB%D0%B8%D0%B7_%D0%B4%D0%B0%D0%BD%D0%BD%D1%8B%D1%85) для прогнозных моделей. Структура дерева представляет собой «листья» и «ветки». На ребрах («ветках») дерева решения записаны атрибуты, от которых зависит целевая функция, в «листьях» записаны значения [целевой функции](https://ru.wikipedia.org/wiki/%D0%A6%D0%B5%D0%BB%D0%B5%D0%B2%D0%B0%D1%8F_%D1%84%D1%83%D0%BD%D0%BA%D1%86%D0%B8%D1%8F), а в остальных узлах — атрибуты, по которым различаются случаи. Чтобы классифицировать новый случай, надо спуститься по дереву до листа и выдать соответствующее значение. Подобные деревья решений широко используются в интеллектуальном анализе данных. Цель состоит в том, чтобы создать модель, которая предсказывает значение целевой переменной на основе нескольких переменных на входе.

[![Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: Описание: CART tree titanic survivors.png](data:image/png;base64,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)](https://commons.wikimedia.org/wiki/File:CART_tree_titanic_survivors.png?uselang=r)

Каждый лист представляет собой значение целевой переменной, измененной в ходе движения от корня по листу. Каждый внутренний узел соответствует одной из входных переменных. Дерево может быть также «изучено» разделением исходных наборов переменных на подмножества, основанные на тестировании значений атрибутов. Это процесс, который повторяется на каждом из полученных подмножеств. Рекурсия завершается тогда, когда подмножество в узле имеет те же значения целевой переменной, таким образом, оно не добавляет ценности для предсказаний. Процесс, идущий «сверху вниз», индукция деревьев решений (TDIDT), является примером поглощающего «жадного» алгоритма, и на сегодняшний день является наиболее распространенной стратегией деревьев решений для данных, но это не единственная возможная стратегия. В интеллектуальном анализе данных, деревья решений могут быть использованы в качестве математических и вычислительных методов, чтобы помочь описать, классифицировать и обобщить набор данных, которые могут быть записаны следующим образом:

|  |  |
| --- | --- |
|  | (4) |

Зависимая переменная Y является целевой переменной, которую необходимо проанализировать, классифицировать и обобщить. Вектор  состоит из входных переменных , ,  и т. д., которые используются для выполнения этой задачи.

### 1.2.3 Случайный лес

Для описания случайного леса воспользуемся материалом из [10].

Random forest (с [англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) — «случайный лес») — алгоритм машинного обучения, предложенный [Лео Брейманом](https://ru.wikipedia.org/wiki/%D0%91%D1%80%D0%B5%D0%B9%D0%BC%D0%B0%D0%BD,_%D0%9B%D0%B5%D0%BE) и [Адель Катлер](https://ru.wikipedia.org/w/index.php?title=%D0%90%D0%B4%D0%B5%D0%BB%D1%8C_%D0%9A%D0%B0%D1%82%D0%BB%D0%B5%D1%80&action=edit&redlink=1) [5], заключающийся в использовании комитета (ансамбля) [решающих деревьев](https://ru.wikipedia.org/wiki/%D0%94%D0%B5%D1%80%D0%B5%D0%B2%D0%BE_%D0%BF%D1%80%D0%B8%D0%BD%D1%8F%D1%82%D0%B8%D1%8F_%D1%80%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B9). Алгоритм сочетает в себе две основные идеи: метод [бэггинга](https://ru.wikipedia.org/w/index.php?title=%D0%91%D1%8D%D0%B3%D0%B3%D0%B8%D0%BD%D0%B3&action=edit&redlink=1" \o "Бэггинг (страница отсутствует)) Бреймана, и [метод случайных подпространств](https://ru.wikipedia.org/w/index.php?title=Random_subspace_method&action=edit&redlink=1), предложенный Tin Kam Ho. Алгоритм применяется для задач классификации, регрессии и кластеризации.

Пусть обучающая выборка состоит из *N* примеров, размерность пространства признаков равна *M*, и задан параметр *m* (в задачах классификации обычно ).

Все деревья комитета строятся независимо друг от друга по следующей процедуре:

1. Сгенерируем случайную подвыборку с повторением размером *N* из обучающей выборки.
2. Построим [решающее дерево](https://ru.wikipedia.org/wiki/%D0%94%D0%B5%D1%80%D0%B5%D0%B2%D0%BE_%D0%BF%D1%80%D0%B8%D0%BD%D1%8F%D1%82%D0%B8%D1%8F_%D1%80%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B9), классифицирующее примеры данной подвыборки, причём в ходе создания очередного узла дерева будем выбирать признак, на основе которого производится разбиение, не из всех  признаков, а лишь из случайно выбранных. Выбор наилучшего из этих  признаков может осуществляться различными способами. В оригинальном коде Бреймана используется [критерий Джини](https://en.wikipedia.org/wiki/Decision_tree_learning#Gini_impurity), применяющийся также в алгоритме построения решающих деревьев [CART](https://ru.wikipedia.org/wiki/CART_(%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC)). В некоторых реализациях алгоритма вместо него используется [критерий прироста информации](https://en.wikipedia.org/wiki/Information_gain_in_decision_trees).
3. Дерево строится до полного исчерпания подвыборки и не подвергается процедуре прунинга ([англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) [*pruning*](https://en.wikipedia.org/wiki/Pruning_(decision_trees)) — отсечение ветвей) (в отличие от решающих деревьев, построенных по таким алгоритмам, как [CART](https://ru.wikipedia.org/wiki/CART_(%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC)) или [C4.5](https://ru.wikipedia.org/wiki/C4.5)).

Классификация объектов проводится путём голосования: каждое дерево комитета относит классифицируемый объект к одному из классов, и побеждает класс, за который проголосовало наибольшее число деревьев.

Случайные леса, получаемые в результате применения техник, описанных ранее, могут быть естественным образом использованы для оценки важности переменных в задачах регрессии и классификации. Следующий способ такой оценки был описан Breiman.

Первые шаг в оценке важности переменной в тренировочном наборе — тренировка случайного леса на этом наборе. Во время процесса построения модели для каждого элемента тренировочного набора считается так называемая [out-of-bag](https://ru.wikipedia.org/w/index.php?title=Out-of-bag&action=edit&redlink=1" \o "Out-of-bag (страница отсутствует))-ошибка. Затем для каждой сущности такая ошибка усредняется по всему случайному лесу.

Для того, чтобы оценить важность -ого параметра после тренировки, значения -ого параметра перемешиваются для всех записей тренировочного набора и [out-of-bag](https://ru.wikipedia.org/w/index.php?title=Out-of-bag&action=edit&redlink=1)-ошибка считается снова. Важность параметра оценивается путём усреднения по всем деревьям разности показателей [out-of-bag](https://ru.wikipedia.org/w/index.php?title=Out-of-bag&action=edit&redlink=1" \o "Out-of-bag (страница отсутствует))-ошибок до и после перемешивания значений. При этом значения таких ошибок нормализуются на стандартное отклонение.

Параметры выборки, которые дают бо́льшие значения, считаются более важными для тренировочного набора. Метод имеет следующий потенциальный недостаток — для категориальных переменных с большим количеством значений метод склонен считать такие переменные более важными. Частичное перемешивание значений в этом случае может снижать влияние этого эффекта. Из групп коррелирующих параметров, важность которых оказывается одинаковой, выбираются меньшие по численности группы.

#### Достоинства:

* Способность эффективно обрабатывать данные с большим числом признаков и классов.
* Нечувствительность к масштабированию (и вообще к любым монотонным преобразованиям) значений признаков.
* Одинаково хорошо обрабатываются как непрерывные, так и дискретные признаки. Существуют методы построения деревьев по данным с пропущенными значениями признаков.
* Существует методы оценивания значимости отдельных признаков в модели.
* Внутренняя оценка способности модели к обобщению (тест out-of-bag).
* Высокая параллелизуемость и масштабируемость.

#### Недостатки:

* Алгоритм склонен к [переобучению](https://ru.wikipedia.org/wiki/%D0%9F%D0%B5%D1%80%D0%B5%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5) на некоторых задачах, особенно на зашумленных задачах.
* Большой размер получающихся моделей. Требуется  памяти для хранения модели, где  — число деревьев.

### 1.2.4 Бустинг

Описание бустинга возьмем из [11].

Бустинг (англ. boosting — улучшение) — это процедура последовательного построения [композиции алгоритмов](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BE%D0%BC%D0%BF%D0%BE%D0%B7%D0%B8%D1%86%D0%B8%D1%8F_%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC%D0%BE%D0%B2&action=edit) [машинного обучения](http://www.machinelearning.ru/wiki/index.php?title=%D0%9C%D0%B0%D1%88%D0%B8%D0%BD%D0%BD%D0%BE%D0%B5_%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5), когда каждый следующий алгоритм стремится компенсировать недостатки композиции всех предыдущих алгоритмов. Бустинг представляет собой жадный алгоритм построения [композиции алгоритмов](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BE%D0%BC%D0%BF%D0%BE%D0%B7%D0%B8%D1%86%D0%B8%D1%8F_%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC%D0%BE%D0%B2&action=edit). Изначально понятие бустинга возникло в работах по [вероятно почти корректному обучению](http://www.machinelearning.ru/wiki/index.php?title=%D0%A2%D0%B5%D0%BE%D1%80%D0%B8%D1%8F_%D0%92%D0%B0%D0%BB%D0%B8%D0%B0%D0%BD%D1%82%D0%B0) в связи с вопросом: возможно ли, имея множество плохих (незначительно отличающихся от случайных) алгоритмов обучения, получить хороший.

В течение последних 10 лет бустинг остаётся одним из наиболее популярных методов машинного обучения, наряду с нейронными сетями и машинами опорных векторов. Основные причины — простота, универсальность, гибкость (возможность построения различных модификаций), и, главное, высокая обобщающая способность.

Бустинг над [решающими деревьями](http://www.machinelearning.ru/wiki/index.php?title=%D0%A0%D0%B5%D1%88%D0%B0%D1%8E%D1%89%D0%B5%D0%B5_%D0%B4%D0%B5%D1%80%D0%B5%D0%B2%D0%BE) считается одним из наиболее эффективных методов с точки зрения качества [классификации](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BB%D0%B0%D1%81%D1%81%D0%B8%D1%84%D0%B8%D0%BA%D0%B0%D1%86%D0%B8%D1%8F). Во многих экспериментах наблюдалось практически неограниченное уменьшение частоты ошибок на независимой тестовой [выборке](http://www.machinelearning.ru/wiki/index.php?title=%D0%92%D1%8B%D0%B1%D0%BE%D1%80%D0%BA%D0%B0) по мере наращивания [композиции](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BE%D0%BC%D0%BF%D0%BE%D0%B7%D0%B8%D1%86%D0%B8%D1%8F_%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC%D0%BE%D0%B2&action=edit). Более того, качество на тестовой выборке часто продолжало улучшаться даже после достижения безошибочного распознавания всей обучающей выборки. Это перевернуло существовавшие долгое время представления о том, что для повышения обобщающей способности необходимо ограничивать сложность алгоритмов. На примере бустинга стало понятно, что хорошим качеством могут обладать сколь угодно сложные композиции, если их правильно настраивать.

Впоследствии феномен бустинга получил теоретическое обоснование. Оказалось, что [взвешенное голосование](http://www.machinelearning.ru/wiki/index.php?title=%D0%92%D0%B7%D0%B2%D0%B5%D1%88%D0%B5%D0%BD%D0%BD%D0%BE%D0%B5_%D0%B3%D0%BE%D0%BB%D0%BE%D1%81%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D0%B5&action=edit) не увеличивает эффективную сложность алгоритма, а лишь сглаживает ответы базовых алгоритмов. Количественные оценки обобщающей способности бустинга формулируются в терминах [отступа](http://www.machinelearning.ru/wiki/index.php?title=%D0%9E%D1%82%D1%81%D1%82%D1%83%D0%BF&action=edit). Эффективность бустинга объясняется тем, что по мере добавления базовых алгоритмов увеличиваются отступы обучающих объектов. Причём бустинг продолжает раздвигать классы даже после достижения безошибочной классификации обучающей выборки.

К сожалению, теоретические оценки обобщающей способности дают лишь качественное обоснование феномену бустинга. Хотя они существенно точнее более общих [оценок Вапника-Червоненкиса](http://www.machinelearning.ru/wiki/index.php?title=%D0%A2%D0%B5%D0%BE%D1%80%D0%B8%D1%8F_%D0%92%D0%B0%D0%BF%D0%BD%D0%B8%D0%BA%D0%B0-%D0%A7%D0%B5%D1%80%D0%B2%D0%BE%D0%BD%D0%B5%D0%BD%D0%BA%D0%B8%D1%81%D0%B0), всё же они сильно завышены, и требуемая длина обучающей выборки оценивается величиной порядка . Более основательные эксперименты показали, что иногда бустинг всё же [переобучается](http://www.machinelearning.ru/wiki/index.php?title=%D0%9F%D0%B5%D1%80%D0%B5%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5).

## 1.3 Основные методы отбора признаков

Отбор признаков является одним из важных этапов решения задач машинного обучения. Поэтому, придумано достаточно много методов отбора признаков. Далее, приведем некоторые основные подходы, использующиеся при отборе признаков.

### 1.3.1 Подход, основанный на статистических методах

Суть таких методов заключается в статистической оценке значимости признаков. Как правило, признаки рассматриваются по отдельности и для каждого признака независимо строится мера его значимости (например, с помощью теста хи-квадрат независимости признака и скрытой переменной). Далее, выбираются признаки, мера значимости которых выше некоторого порога, который зачастую является параметром алгоритма. Преимуществом такого подхода является его относительная простота и зачастую небольшая вычислительная сложность. Однако основным недостатком является то, что мы перебираем каждый признак по отдельности и не учитываем признаки в совокупности.

### 1.3.2 Определение значимости признаков исходя из параметров обученной модели

Суть таких методов заключается в том, что параметры обученных моделей машинного обучения могут быть использованы для определения значимости признаков. Например, в логистической регрессии обученный вектор параметров уже даёт веса признаков по отношению к скрытой переменной. Например, высокое положительное или низкое отрицательное значение говорит о том, что значение признака сильно влияет на предсказание модели, а, следовательно, значимо для неё. В методах, основанных на деревьях решений, ясно, что если признак, встречающийся в дереве, более значим, чем признак, в дереве не встречающийся. На основе этой информации, а также информации о том, как именно разделяет выборку значение признака, можно оценить его значимость для модели. В отличие от предыдущего подхода, признаки исследуются уже в совокупности (ведь именно совокупность признаков влияет на модель). Однако недостатком является более сложная интерпретируемость результатов, а также их зависимость от конкретной модели.

### 1.3.3 Методы отбора признаков, встраиваемые в модели

Это методы, которые устроены таким образом, что незначимые признаки исключаются из модели и реально ей не используются. Например, таким свойством обладает регуляризация L1 в линейных моделях. Плюсом является удобство, ведь модель “самостоятельно определяет”, какие признаки ей нужны, без отдельной стадии обработки данных. Недостатком модели, как и в предыдущем случае, является зависимость результатов от используемого алгоритма машинного обучения. Также, не все модели позволяют встраивание в них отбора признаков.

### 1.3.4 Определение множества значимых признаков на основе качества модели, использующей множество признаков

Суть таких методов заключается в том, что мы можем перебирать различные подмножества признаков (конкретный способ перебора и определяет алгоритм), и для каждого перебираемого подмножества тестировать модель, обученную на выбранном подмножестве признаков (это можно делать посредством скользящего контроля). Метрикой качества при этом может выступать функция, зависящая от качества модели и отобранных признаков (в более простом случае, количества признаков). В качестве результата выступает множество признаков, на котором значение метрики качества максимально. Преимуществом метода является применимость к любым моделям, а также тот факт, что правильная метрика качества отражает результат, который мы в итоге ожидаем от модели (высокая точность и, например, небольшое число признаков). Недостатком является вычислительная сложность (необходимо много раз обучать модель), а также невозможность перебирать все варианты (так как их экспоненциальное число от количества признаков), что вынуждает придумывать нетривиальные алгоритмы перебора множества признаков.

## 1.4 Некоторые известные факты из теории графов

Для того, чтобы лучше понять основные используемые далее факты из теории графических моделей, вспомним несколько важных фактов их теории графов.

### 1.4.1 Потоки в сетях

Рассмотрим неориентированный граф с двумя выделенными вершинами (стоком и истоком ). Пусть с каждым ребром ассоциировано некоторое неотрицательное число - пропускная способность. Назовем потоком неотрицательную функцию , определенную на ребрах графа, такую что , при этом . Первое условие ограничивает поток через ребро его пропускной способностью, а второе гарантирует отсутствие источников и стоков вне выделенной пары вершин. Задача поиска максимального потока состоит в максимизации величины по всем допустимым потокам.

### 1.4.2 Разрезы графа

-разрезом графа называется разбиение вершин графа на два непересекающихся множества и , такие что . Величиной разреза называется сумма пропускных способностей всех ребер, один конец которых находится в множестве , а другой – в множестве .

### 1.4.3 Теорема Форда-Фалкерсона

Известная теорема Форда-Фалкерсона гласит, что величина максимального поток в сети равна величине ее минимального разреза. Существует эффективный (полиномиальный) алгоритм решения задачи минимального разреза в графе.

## 1.5 Графическая вероятностная модель

Далее, опишем основные понятия, связанные с аппаратом графических моделей, воспользовавшись [12].

### 1.5.1 Понятие графической вероятностной модели

Графическая вероятностная модель — это вероятностная модель, в которой в виде графа представлены зависимости между [случайными величинами](https://ru.wikipedia.org/wiki/%D0%A1%D0%BB%D1%83%D1%87%D0%B0%D0%B9%D0%BD%D0%B0%D1%8F_%D0%B2%D0%B5%D0%BB%D0%B8%D1%87%D0%B8%D0%BD%D0%B0). Вершины графа соответствуют случайным переменным, а рёбра — непосредственным вероятностным взаимосвязям между случайными величинами. Графические модели широко используются в [теории вероятностей](https://ru.wikipedia.org/wiki/%D0%A2%D0%B5%D0%BE%D1%80%D0%B8%D1%8F_%D0%B2%D0%B5%D1%80%D0%BE%D1%8F%D1%82%D0%BD%D0%BE%D1%81%D1%82%D0%B5%D0%B9), [статистике](https://ru.wikipedia.org/wiki/%D0%A1%D1%82%D0%B0%D1%82%D0%B8%D1%81%D1%82%D0%B8%D0%BA%D0%B0) (особенно в [Байесовской статистике](https://ru.wikipedia.org/w/index.php?title=%D0%91%D0%B0%D0%B9%D0%B5%D1%81%D0%BE%D0%B2%D1%81%D0%BA%D0%B0%D1%8F_%D1%81%D1%82%D0%B0%D1%82%D0%B8%D1%81%D1%82%D0%B8%D0%BA%D0%B0&action=edit&redlink=1)), а также в [машинном обучении](https://ru.wikipedia.org/wiki/%D0%9C%D0%B0%D1%88%D0%B8%D0%BD%D0%BD%D0%BE%D0%B5_%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5).

### 1.5.2 Байесовская сеть

Байесовская сеть (или *байесова сеть*, *байесовская сеть доверия*, [англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) *Bayesian network, belief network*) — [графическая вероятностная модель](https://ru.wikipedia.org/wiki/%D0%93%D1%80%D0%B0%D1%84%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%B0%D1%8F_%D0%B2%D0%B5%D1%80%D0%BE%D1%8F%D1%82%D0%BD%D0%BE%D1%81%D1%82%D0%BD%D0%B0%D1%8F_%D0%BC%D0%BE%D0%B4%D0%B5%D0%BB%D1%8C), представляющая собой множество [переменных](https://ru.wikipedia.org/wiki/%D0%9F%D0%B5%D1%80%D0%B5%D0%BC%D0%B5%D0%BD%D0%BD%D0%B0%D1%8F_%D0%B2%D0%B5%D0%BB%D0%B8%D1%87%D0%B8%D0%BD%D0%B0) и их [вероятностных зависимостей](https://ru.wikipedia.org/wiki/%D0%9D%D0%B5%D0%B7%D0%B0%D0%B2%D0%B8%D1%81%D0%B8%D0%BC%D0%BE%D1%81%D1%82%D1%8C_(%D1%82%D0%B5%D0%BE%D1%80%D0%B8%D1%8F_%D0%B2%D0%B5%D1%80%D0%BE%D1%8F%D1%82%D0%BD%D0%BE%D1%81%D1%82%D0%B5%D0%B9)) [по Байесу](https://ru.wikipedia.org/wiki/%D0%91%D0%B0%D0%B9%D0%B5%D1%81%D0%BE%D0%B2%D1%81%D0%BA%D0%B0%D1%8F_%D0%B2%D0%B5%D1%80%D0%BE%D1%8F%D1%82%D0%BD%D0%BE%D1%81%D1%82%D1%8C). Например, байесовская сеть может быть использована для вычисления вероятности того, чем болен пациент по наличию или отсутствию ряда симптомов, основываясь на данных о зависимости между симптомами и болезнями. Математический аппарат байесовых сетей создан американским учёным [Джудой Перлом](https://ru.wikipedia.org/wiki/%D0%9F%D0%B5%D1%80%D0%BB,_%D0%94%D0%B6%D1%83%D0%B4%D0%B0" \o "Перл, Джуда), лауреатом [Премии Тьюринга](https://ru.wikipedia.org/wiki/%D0%9F%D1%80%D0%B5%D0%BC%D0%B8%D1%8F_%D0%A2%D1%8C%D1%8E%D1%80%D0%B8%D0%BD%D0%B3%D0%B0) (2011).

Формально, байесовская сеть — это [направленный ациклический граф](https://ru.wikipedia.org/wiki/%D0%9D%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%BD%D1%8B%D0%B9_%D0%B0%D1%86%D0%B8%D0%BA%D0%BB%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%B8%D0%B9_%D0%B3%D1%80%D0%B0%D1%84), каждой вершине которого соответствует случайная переменная, а дуги графа кодируют отношения условной независимости между этими переменными. Вершины могут представлять переменные любых типов, быть взвешенными параметрами, скрытыми переменными или гипотезами. Существуют эффективные методы, которые используются для вычислений и обучения байесовских сетей. Если переменные байесовской сети являются дискретными случайными величинами, то такая сеть называется дискретной байесовской сетью. Байесовские сети, которые моделируют последовательности переменных, называют [динамическими байесовскими сетями](https://ru.wikipedia.org/w/index.php?title=%D0%94%D0%B8%D0%BD%D0%B0%D0%BC%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%B8%D0%B5_%D0%B1%D0%B0%D0%B9%D0%B5%D1%81%D0%BE%D0%B2%D1%81%D0%BA%D0%B8%D0%B5_%D1%81%D0%B5%D1%82%D0%B8&action=edit&redlink=1). Байесовские сети, в которых могут присутствовать как дискретные переменные, так и непрерывные, называются [гибридными байесовскими сетями](https://ru.wikipedia.org/w/index.php?title=%D0%93%D0%B8%D0%B1%D1%80%D0%B8%D0%B4%D0%BD%D0%B0%D1%8F_%D0%B1%D0%B0%D0%B9%D0%B5%D1%81%D0%BE%D0%B2%D1%81%D0%BA%D0%B0%D1%8F_%D1%81%D0%B5%D1%82%D1%8C&action=edit&redlink=1). Байесовская сеть, в которой дуги помимо отношений условной независимости кодируют также отношения [причинности](https://ru.wikipedia.org/wiki/%D0%9F%D1%80%D0%B8%D1%87%D0%B8%D0%BD%D0%B0), называют [причинно-следственными байесовыми сетями](https://ru.wikipedia.org/w/index.php?title=%D0%9F%D1%80%D0%B8%D1%87%D0%B8%D0%BD%D0%BD%D0%B0%D1%8F_%D0%B1%D0%B0%D0%B9%D0%B5%D1%81%D0%BE%D0%B2%D0%B0_%D1%81%D0%B5%D1%82%D1%8C&action=edit&redlink=1) ([англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) *causal bayesian networks*)).

Если из вершины  выходит дуга в вершину , то  называют *родителем* , а  называют *потомком* . Если из вершины существует ориентированный путь в вершину , то  называется *предком* , а  называется *потомком* . Множество вершин-родителей вершины  обозначим как

[Направленный ациклический граф](https://ru.wikipedia.org/wiki/%D0%9D%D0%B0%D0%BF%D1%80%D0%B0%D0%B2%D0%BB%D0%B5%D0%BD%D0%BD%D1%8B%D0%B9_%D0%B0%D1%86%D0%B8%D0%BA%D0%BB%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%B8%D0%B9_%D0%B3%D1%80%D0%B0%D1%84)  называется *байесовской сетью* для вероятностного распределения , заданного над множеством случайных переменных , если каждой вершине графа поставлена в соответствие случайная переменная из , а дуги в графе удовлетворяют условию (марковское условие): любая переменная  из  должна быть условно независима от всех вершин, не являющихся её потомками, если заданы (получили означивание, обусловлены) все её прямые родители  в графе , то есть  справедливо: , где  — значение ;  — конфигурация ;  — множество всех вершин, не являющихся потомками ;  — конфигурация .

Тогда полное совместное распределение значений в вершинах можно удобно записать в виде декомпозиции (произведения) локальных распределений:

Если у вершины  нет предков, то её локальное распределение вероятностей называют *безусловным*, иначе *условным*. Если вершина — случайная переменная получила означивание (например, в результате наблюдения), то такое означивание называют *свидетельством* ([англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) *evidence*).

### 1.5.3 Марковская сеть

Марковская сеть, марковское случайное поле, или неориентированная графическая модель — это [графическая модель](https://ru.wikipedia.org/wiki/%D0%93%D1%80%D0%B0%D1%84%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%B0%D1%8F_%D0%B2%D0%B5%D1%80%D0%BE%D1%8F%D1%82%D0%BD%D0%BE%D1%81%D1%82%D0%BD%D0%B0%D1%8F_%D0%BC%D0%BE%D0%B4%D0%B5%D0%BB%D1%8C), в которой множество [случайных величин](https://ru.wikipedia.org/wiki/%D0%A1%D0%BB%D1%83%D1%87%D0%B0%D0%B9%D0%BD%D0%B0%D1%8F_%D0%B2%D0%B5%D0%BB%D0%B8%D1%87%D0%B8%D0%BD%D0%B0) обладает [Марковским свойством](https://ru.wikipedia.org/wiki/%D0%9C%D0%B0%D1%80%D0%BA%D0%BE%D0%B2%D1%81%D0%BA%D0%BE%D0%B5_%D1%81%D0%B2%D0%BE%D0%B9%D1%81%D1%82%D0%B2%D0%BE), описанным [неориентированным графом](https://ru.wikipedia.org/wiki/%D0%9D%D0%B5%D0%BE%D1%80%D0%B8%D0%B5%D0%BD%D1%82%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%BD%D1%8B%D0%B9_%D0%B3%D1%80%D0%B0%D1%84). Марковская сеть отличается от другой графической модели, [Байесовской сети](https://ru.wikipedia.org/wiki/%D0%91%D0%B0%D0%B9%D0%B5%D1%81%D0%BE%D0%B2%D1%81%D0%BA%D0%B0%D1%8F_%D1%81%D0%B5%D1%82%D1%8C), представлением зависимостей между случайными величинами. Она может выразить некоторые зависимости, которые не может выразить Байесовская сеть (например, циклические зависимости); с другой стороны, она не может выразить некоторые другие. Прототипом Марковской сети была [модель Изинга](https://ru.wikipedia.org/wiki/%D0%9C%D0%BE%D0%B4%D0%B5%D0%BB%D1%8C_%D0%98%D0%B7%D0%B8%D0%BD%D0%B3%D0%B0) [магничивания](https://ru.wikipedia.org/wiki/%D0%9D%D0%B0%D0%BC%D0%B0%D0%B3%D0%BD%D0%B8%D1%87%D0%B5%D0%BD%D0%BD%D0%BE%D1%81%D1%82%D1%8C) материала в [статистической физике](https://ru.wikipedia.org/wiki/%D0%A1%D1%82%D0%B0%D1%82%D0%B8%D1%81%D1%82%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%B0%D1%8F_%D1%84%D0%B8%D0%B7%D0%B8%D0%BA%D0%B0): Марковская сеть была представлена как [обобщение](https://ru.wikipedia.org/wiki/%D0%9E%D0%B1%D0%BE%D0%B1%D1%89%D0%B5%D0%BD%D0%B8%D0%B5) этой модели.

Неориентированный граф  множество случайных величин образуют марковское случайное поле по отношению к , если они удовлетворяют следующим эквивалентным марковским свойствам:

* + Свойство пар: Любые две несмежные переменные условно независимы с учетом всех других переменных.
  + Локальное свойство: переменная условно независима от всех других величин, с учетом своих соседей.
  + Глобальное свойство: Любые два подмножества переменных условно независимы с учетом разделяющего подмножества.

Другими словами, граф  считается марковским случайным полем по отношению к совместному распределению вероятностей на множестве случайных величин  тогда и только тогда, когда разделение графа  подразумевает условную независимость: если два узла и разделены в *G* после удаления из *G* множества узлов , то  должна утверждать, что и  условно независимы с учетом случайных величин, соответствующих . Если это условие выполнено, то говорят, что является независимой картой (independency map) (или И-картой (I-map)) распределения вероятностей.

Многие определения требуют чтобы  было минимальной И-картой, то есть И-картой, при удалении из которой одного ребра она перестает быть И-картой. Это разумно требовать, поскольку это приводит к наиболее компактному представлению, которое включает как можно меньше зависимостей; отметим, что полный граф это тривиальная И-карта. В случае, когда  не только И-карта (то есть не представляет независимости, которые не указаны в), но и не представляет зависимости, которые не указаны в ,  называется совершенной картой (perfect map) . Она представляет набор независимостей указанных .

Марковские случайные сети получили широкое распространение в задачах обработки изображения (например, в сегментации изображений), в задачах обработки естественного языка (например, при выделении частей речи, определения именованных сущностей).

### 1.5.4 Энергия марковской сети

Обозначим *энергией* конфигурации величину . Из определения видно, что чем вероятней конфигурация , тем меньше её энергия. Задачей минимизации энергии называется задача поиска такой конфигурация, энергия которой минимальна.

Известно, что энергию всегда можно представить в следующем виде:

|  |  |
| --- | --- |
| , | (5) |

где – множество клик графа. Слагаемые правой части описанной формулы называются *потенциалами.*

Потенциал будем считать *унарным, если* соответствующая ему клика состоит из единственной вершины и *парным, если* соответствующая клика состоит из двух вершин.

Далее, рассмотрим один важный случай, в котором задача минимизации энергии решается точно и за полиномиальное время.

Энергии, состоящие только из унарных и парных потенциалов (то есть, если ее можно представить в виде суммы унарных и парных потенциалов) назовём парно-сепарабельными. Парно-сепарабельные энергии будем записывать следующим способом:

|  |  |
| --- | --- |
|  | (6) |

.Далее, приведем описание важного частного случая парно-сепарабельной энергии, взятое из [3].

Рассмотрим задачу минимизации парно-сепарабельной энергии, заданной на произвольном графе . Пусть все переменные бинарны:. Функции, отображающие булев куб на множество действительных чисел, часто называют псевдо-булевыми. Известно, что если не вводить никаких дополнительных ограничений, то задача минимизации парно-сепарабельной псевдо-булевой функции является -трудной. Однако если все парные потенциалы такой функции удовлетворяют условию субмодулярности, то задачу можно решить за полиномиальное время при помощи сведения к задачам построения максимального потока и минимального разреза в графе. Данный результат был известен ещё в середине 60-х, но был переоткрыт в начале нулевых В. Колмогоровым и др. С тех пор алгоритмы минимизации энергии, основанные на использовании алгоритмов построения разрезов графов (graph cuts) активно используются в задачах компьютерного зрения и машинного обучения.

Далее, введем понятие субмодулярности, а также приведем доказательство разрешимости задачи минимизации энергии за полиномиальное время. Данное доказательство полезно своей конструктивностью.

Функция бинарных переменных называется *субмодулярной*, если для любых двух разметок и выполнено условие, где операции «» и «» – поэлементная дизъюнкция (максимум) и конъюнкция (минимум), соответственно.

*Утверждение***.** Парно-сепарабельная функция бинарных переменных является субмодулярной, тогда и только тогда, когда для каждого парного потенциала выполнено следующее условие: .

Описанное выше утверждение можно воспринимать так: энергия парных потенциалов меньше в тех случаях, когда конфигурации соседних вершин совпадают. При решении некоторых задач данное условие субмодулярности выполняется естественным образом. Например, при решении задачи отделения объекта от фона. Пусть каждый пиксель изображения представлен вершиной в графе , а каждая пара соседних по стороне пикселей образует ребро между соответствующими вершинами графа. Интуитивно понятно, что пиксели объекта будут располагаться в одной или нескольких связных областях изображения. Это как раз и означает выполнение условия субмодулярности. Далее, мы увидим, что данное условие выполняется и в сети релевантных признаков. Там потенциалы выставляются так, чтобы коррелированные признаки были с большей вероятностью либо оба релевантными, либо оба нерелевантными.

Рассмотрим парно-сепарабельную энергию бинарных переменных, в которой потенциалы удовлетворяют следующим ограничениям:

• унарные потенциалы неотрицательны:

• парные потенциалы неотрицательны и равны 0 при равенстве связанных переменных: .

В этом случае энергию можно записать в следующем виде:

|  |  |
| --- | --- |
|  | (7) |

По энергии построим ориентированный граф -разрез которого будет соответствовать присвоению значений переменным .

• Множество вершин где и – две дополнительные вершины: исток и сток, соответственно.

• Множество дуг строится следующим образом: каждому ребру ставим в соответствие две дуги и (нетерминальные дуги), каждой вершине ставим в соответствие дуги и (терминальные дуги).

• -разрезом графа будем считать разбиение всех вершин множества на два непересекающихся множества и , , такое что и . Будем считать, что множество истока соответствует значению переменных , а множество стока – значению .

• Веса терминальных дуг: где .

• Веса нетерминальных дуг: , где , и, по договоренности, .

• Присваивание значений переменных по построенному st-разрезу строится следующим образом: . Величина разреза совпадает со значением энергии при таких значениях переменных . Таким образом, задача минимизации энергии эквивалента задаче поиска минимального -разреза в графе .

Рассмотрим, какие ещё энергии можно минимизировать при помощи разрезов графов. На энергию можно смотреть как на функцию. У одной и той же функции может быть несколько различных записей вида. Назовем преобразование записи энергии не меняющее энергию, как функцию, репараметризацией. Рассмотрим несколько видов репараметризаций:

• Вычитание константы из унарного потенциала:

.

• Изменение парных потенциалов:

. Аналогично

Здесь , Легко показать, что описанные преобразования не меняют энергию как функцию. Рассмотрим, какие парно-сепарабельные энергии общего вида при помощи описанных преобразований-репараметризаций можно свести к виду, для которого мы уже умеем решать задачу минимизации энергии. Заметим, что применяя репараметризацию унарных потенциалов c унарные потенциалы всегда можно сделать неотрицательными. Таким образом, можно снять все ограничения на унарные потенциалы энергии. Рассмотрим, что можно сделать при помощи репараметризаций парных потенциалов. Пусть потенциал ребра принимает следующие значения:

. Применим следующую последовательность преобразований:



Можно убедиться, что данные преобразования приводят к следующим значениям парного потенциала . Если после этого при помощи описанных ранее действий сделать все унарные потенциалы неотрицательными, то энергия будет иметь вид (1), тогда и только тогда, когда выполнено условие . Заметим, что это условие в точности соответствует условию субмодулярности парно-сепарабельной энергии бинарных переменных.

Таким образом, задачу минимизации энергии парно-сепарабельной субмодулярной Марковской сети можно эффективно решить при помощи алгоритма нахождения максимального потока сети.

## 1.6 Сеть релевантных признаков

Сеть релевантных признаков предложена и описана в [1]. Это достаточно интересная модель, позволяющая применять аппарат графических моделей к задаче отбора признаков. Рассмотрим ее более подробно.

Предположим, мы решаем задачу обучения с учителем, имея объектов и признаков (. Сеть релевантных признаков - это бинарная парно-сепарабельная субмодулярная марковская сеть, описывающая случайный вектор , распределение которого описывается графом и потенциалами его вершин и ребер. Признак описывается вершиной . означает, что признак является релевантным, и в противном случае. Корреляция между признаками и определяется соответствующим ребром в графе . Потенциал вершины определяется уверенностью в том, что признак является значимым, а парный потенциал определяется корреляцией признаков и , а также зависит от того, принимают ли величины и одинаковые значения.

Сеть релевантных признаков может быть полезна для того, чтобы скорректировать значимость признаков, полученная другим методом. Например, если признак не очень значим, при этом сильно коррелирует с другими значимыми признаками, наверняка стоит повысить степень его значимости и наоборот, если признак признан значимым, при этом признаки, с которыми он коррелирует, менее значимы, стоит понизить значимость признака (возможно, значимость признака является случайностью).

Рассмотрим, как в сети релевантных признаков задаются одиночные и парные потенциалы. Пусть нам кроме значения признаков и скрытой переменной дано значение параметра , а также - значимость признака . Такая функция может быть построена с помощью одного из подходов, описанных в разделе 1.3. Тогда, одиночные потенциалы и парные потенциалы определены следующим образом:

* где - корреляция между признаками и

Нетрудно видеть, что при такой конфигурации сеть действительно будет бинарной, парно-сепарабельной и субмодулярной, что допускает точное решение с помощью алгоритма поиска максимального потока в сети.

Также, можно модифицировать одиночные потенциалы, введя новый параметр:

Заметим, что при значение одиночного потенциала аналогично предыдущему случаю. Параметр предназначен для регулирования того, какие признаки считаются важными. Например, в исходном варианте, релевантными считаются признаки, вероятность значимости которых не меньше . Мы же можем воспринимать релевантным признак, вероятность релевантности которого не меньше , что достигается использованием .

## 1.7 Оценивание качества алгоритма методом скользящего контроля

Для оценки качества алгоритмов машинного обучения наиболее часто используются методы скользящего контроля. Остановимся на них поподробнее. Последующие материалы использованы из описания скользящего контроля в статье [13].

### 1.7.1 Общее описание

Скользящий контроль или кросс-валидация (cross-validation, CV) — процедура эмпирического оценивания [обобщающей способности](http://www.machinelearning.ru/wiki/index.php?title=%D0%9E%D0%B1%D0%BE%D0%B1%D1%89%D0%B0%D1%8E%D1%89%D0%B0%D1%8F_%D1%81%D0%BF%D0%BE%D1%81%D0%BE%D0%B1%D0%BD%D0%BE%D1%81%D1%82%D1%8C) алгоритмов.

Фиксируется некоторое множество разбиений исходной выборки на две подвыборки: [*обучающую*](http://www.machinelearning.ru/wiki/index.php?title=%D0%9E%D0%B1%D1%83%D1%87%D0%B0%D1%8E%D1%89%D0%B0%D1%8F_%D0%B2%D1%8B%D0%B1%D0%BE%D1%80%D0%BA%D0%B0) и [*контрольную*](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BE%D0%BD%D1%82%D1%80%D0%BE%D0%BB%D1%8C%D0%BD%D0%B0%D1%8F_%D0%B2%D1%8B%D0%B1%D0%BE%D1%80%D0%BA%D0%B0). Для каждого разбиения выполняется настройка [алгоритма](http://www.machinelearning.ru/wiki/index.php?title=%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC) по обучающей подвыборке, затем оценивается его средняя ошибка на объектах контрольной подвыборки. *Оценкой скользящего контроля* называется средняя по всем разбиениям величина ошибки на контрольных подвыборках.

Если выборка независима, то средняя ошибка *скользящего контроля* даёт несмещённую оценку вероятности ошибки. Это выгодно отличает её от средней ошибки на обучающей выборке, которая может оказаться смещённой (оптимистически заниженной) оценкой вероятности ошибки, что связано с [явлением переобучения](http://www.machinelearning.ru/wiki/index.php?title=%D0%9F%D0%B5%D1%80%D0%B5%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5).

*Скользящий контроль* является стандартной методикой тестирования и сравнения алгоритмов [классификации](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BB%D0%B0%D1%81%D1%81%D0%B8%D1%84%D0%B8%D0%BA%D0%B0%D1%86%D0%B8%D1%8F), [регрессии](http://www.machinelearning.ru/wiki/index.php?title=%D0%A0%D0%B5%D0%B3%D1%80%D0%B5%D1%81%D1%81%D0%B8%D1%8F) и [прогнозирования](http://www.machinelearning.ru/wiki/index.php?title=%D0%9F%D1%80%D0%BE%D0%B3%D0%BD%D0%BE%D0%B7%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D0%B5).

Рассматривается задача [обучения с учителем](http://www.machinelearning.ru/wiki/index.php?title=%D0%9E%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5_%D1%81_%D1%83%D1%87%D0%B8%D1%82%D0%B5%D0%BB%D0%B5%D0%BC).

Пусть  — множество описаний объектов,  — множество допустимых ответов.

Задана конечная выборка прецедентов .

Задан [алгоритм обучения](http://www.machinelearning.ru/wiki/index.php?title=%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D1%8F) — отображение , которое произвольной конечной выборке прецедентов  ставит в соответствие функцию (алгоритм) .

Качество алгоритма  оценивается по произвольной выборке прецедентов  с помощью *функционала качества* . Для процедуры скользящего контроля не важно, как именно вычисляется этот функционал. Как правило, он аддитивен по объектам выборки:

где  — неотрицательная [функция потерь](http://www.machinelearning.ru/wiki/index.php?title=%D0%A4%D1%83%D0%BD%D0%BA%D1%86%D0%B8%D1%8F_%D0%BF%D0%BE%D1%82%D0%B5%D1%80%D1%8C), возвращающая величину ошибки ответа алгоритма  при правильном ответе .

### 1.7.2 Процедура скользящего контроля

Выборка  разбивается  различными способами на две непересекающиеся подвыборки: , где  — обучающая подвыборка длины ,  — контрольная подвыборка длины ,  — номер разбиения.

Для каждого разбиения  строится алгоритм  и вычисляется значение функционала качества . Среднее арифметическое значений  по всем разбиениям называется *оценкой скользящего контроля*:

Различные варианты скользящего контроля отличаются видами функционала качества и способами разбиения выборки.

### 1.7.3 Доверительное оценивание

Кроме среднего значения качества на контроле строят также доверительные интервалы.

Непараметрическая оценка [доверительного интервала](http://www.machinelearning.ru/wiki/index.php?title=%D0%94%D0%BE%D0%B2%D0%B5%D1%80%D0%B8%D1%82%D0%B5%D0%BB%D1%8C%D0%BD%D1%8B%D0%B9_%D0%B8%D0%BD%D1%82%D0%B5%D1%80%D0%B2%D0%B0%D0%BB). Строится вариационный ряд значений :

*Утверждение 1***.** Если разбиения осуществлялись случайно, независимо и равновероятно, то значение случайной величины  не превосходит с вероятностью  .

*Следствие 1*. Значение случайной величины   не превосходит  с вероятностью . В частности, для получения верхней оценки с надёжностью 95% достаточно взять  разбиений.

*Утверждение 2*. Если разбиения осуществлялись случайно, независимо и равновероятно, то с вероятностью  значение случайной величины  не выходит за границы доверительного интервала .

*Следствие 2***.** Значение случайной величины  не выходит за границы вариационного ряда  с вероятностью .

В частности, для получения двусторонней оценки с надёжностью 95% достаточно взять  разбиений.

Параметрические оценки доверительного интервала основаны на априорном предположении о виде распределения случайной величины . Если априорные предположения не выполняются, доверительный интервал может оказаться сильно смещённым. В частности, если предположения о [нормальности распределения](http://www.machinelearning.ru/wiki/index.php?title=%D0%9D%D0%BE%D1%80%D0%BC%D0%B0%D0%BB%D1%8C%D0%BD%D0%BE%D0%B5_%D1%80%D0%B0%D1%81%D0%BF%D1%80%D0%B5%D0%B4%D0%B5%D0%BB%D0%B5%D0%BD%D0%B8%D0%B5) не выполнены, то нельзя пользоваться стандартным «правилом двух сигм» или «трёх сигм». Джон Лангфорд в своей диссертации указывает на распространённую ошибку, когда правило двух сигм применяется к функционалу частоты ошибок, имеющему на самом деле [биномиальное распределение](http://www.machinelearning.ru/wiki/index.php?title=%D0%91%D0%B8%D0%BD%D0%BE%D0%BC%D0%B8%D0%B0%D0%BB%D1%8C%D0%BD%D0%BE%D0%B5_%D1%80%D0%B0%D1%81%D0%BF%D1%80%D0%B5%D0%B4%D0%B5%D0%BB%D0%B5%D0%BD%D0%B8%D0%B5). Однако биномиальным распределением в общем случае тоже пользоваться нельзя, поскольку в результате обучения по случайным подвыборкам  вероятность ошибки алгоритма  оказывается случайной величиной. Следовательно, случайная величина   описывается не биномиальным распределением, а (неизвестной) смесью биномиальных распределений. Аппроксимация смеси биномиальным распределением может приводить к ошибочному сужению доверительного интервала. Приведённые выше непараметрические оценки лишены этого недостатка.

### 1.7.4 Стратификация

[*Стратификация*](http://www.machinelearning.ru/wiki/index.php?title=%D0%A1%D1%82%D1%80%D0%B0%D1%82%D0%B8%D1%84%D0%B8%D0%BA%D0%B0%D1%86%D0%B8%D1%8F)*выборки* — это способ уменьшить разброс (дисперсию) оценок скользящего контроля, в результате чего получаются более узкие доверительные интервалы и более точные (tight) верхние оценки.

Стратификация заключается в том, чтобы заранее поделить выборку на части (страты), и при разбиении на обучение длины  и контроль длины  гарантировать, что каждая страта будет поделена между обучением и контролем в той же пропорции .

*Стратификация классов* в задачах [классификации](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BB%D0%B0%D1%81%D1%81%D0%B8%D1%84%D0%B8%D0%BA%D0%B0%D1%86%D0%B8%D1%8F) означает, что каждый класс делится между обучением и контролем в пропорции .

*Стратификация по вещественному признаку*. Объекты выборки сортируются согласно некоторому критерию, например, по возрастанию одного из [признаков](http://www.machinelearning.ru/wiki/index.php?title=%D0%9F%D1%80%D0%B8%D0%B7%D0%BD%D0%B0%D0%BA). Затем выборка разбивается на последовательных страт одинаковой (с точностью до 1) длины. При формировании контрольных выборок из каждой страты выбирается по одному объекту, либо с заданным порядковым номером внутри страты, либо случайным образом.

### 1.7.5 Разновидности скользящего контроля

Возможны различные варианты скользящего контроля, отличающиеся способами разбиения выборки.

#### Полный скользящий контроль (complete CV).

Оценка скользящего контроля строится по всем  разбиениям. В зависимости от  (длины обучающей выборки) различают:

* Частный случай при  — [контроль по отдельным объектам (leave-one-out CV)](http://www.machinelearning.ru/wiki/index.php?title=%D0%A1%D0%BA%D0%BE%D0%BB%D1%8C%D0%B7%D1%8F%D1%89%D0%B8%D0%B9_%D0%BA%D0%BE%D0%BD%D1%82%D1%80%D0%BE%D0%BB%D1%8C#.D0.9A.D0.BE.D0.BD.D1.82.D1.80.D0.BE.D0.BB.D1.8C_.D0.BF.D0.BE_.D0.BE.D1.82.D0.B4.D0.B5.D0.BB.D1.8C.D0.BD.D1.8B.D0.BC_.D0.BE.D0.B1.D1.8A.D0.B5.D0.BA.D1.82.D0.B0.D0.BC_.28leave-one-out_CV.29);

Было показано, что контроль по отдельным объектом является асимптотически оптимальным при некоторых условиях..

* Общий случай при . Здесь число разбиений  становится слишком большим даже при сравнительно малых значениях , что затрудняет практическое применение данного метода. Для этого случая *полный скользящий контроль* используется либо в теоретических исследованиях, либо в тех редких ситуациях, когда для него удаётся вывести эффективную вычислительную формулу. Например, такая формула известна для [метода *k* ближайших соседей](http://www.machinelearning.ru/wiki/index.php?title=%D0%9C%D0%B5%D1%82%D0%BE%D0%B4_%D0%B1%D0%BB%D0%B8%D0%B6%D0%B0%D0%B9%D1%88%D0%B8%D1%85_%D1%81%D0%BE%D1%81%D0%B5%D0%B4%D0%B5%D0%B9), что позволяет эффективно выбирать параметр . На практике чаще применяются другие разновидности *скользящего контроля*.

#### Случайные разбиения

Разбиения  выбираются случайно, независимо и равновероятно из множества всех  разбиений. Именно для этого случая справедливы приведённые выше оценки доверительных интервалов. На практике эти оценки, как правило, без изменений переносится и на другие способы разбиения выборки.

#### Контроль на отложенных данных (hold-out CV)

Оценка скользящего контроля строится по одному случайному разбиению, .

Этот способ имеет существенные недостатки:

* 1. Приходится слишком много объектов оставлять в контрольной подвыборке. Уменьшение длины обучающей подвыборки приводит к смещённой (пессимистически завышенной) оценке вероятности ошибки.
  2. Оценка существенно зависит от разбиения, тогда как желательно, чтобы она характеризовала только алгоритм обучения.
  3. Оценка имеет высокую дисперсию, которая может быть уменьшена путём усреднения по разбиениям.

Следует различать скользящий контроль по отложенным данным и контроль по тестовой выборке. Если во втором случае оценивается вероятность ошибки для классификатора, построенного по обучающей подвыборке, то в первом случае - для классификатора, построенного по полной выборке (то есть доля ошибок вычисляется не для того классификатора, который выдается в качестве результата решения задачи).

#### Контроль по отдельным объектам (leave-one-out CV)

Является частным случаем полного скользящего контроля при , соотвественно, . Это, пожалуй, самый распространённый вариант скользящего контроля.

Преимущества LOO в том, что каждый объект ровно один раз участвует в контроле, а длина обучающих подвыборок лишь на единицу меньше длины полной выборки.

Недостатком LOO является большая ресурсоёмкость, так как обучаться приходится  раз. Некоторые методы обучения позволяют достаточно быстро перенастраивать внутренние параметры алгоритма при замене одного обучающего объекта другим. В этих случаях вычисление LOO удаётся заметно ускорить.

#### Контроль по  блокам (-fold CV)

Выборка случайным образом разбивается на *q* непересекающихся блоков одинаковой (или почти одинаковой) длины :

. Каждый блок по очереди становится контрольной подвыборкой, при этом обучение производится по остальным  блокам. Критерий определяется как средняя ошибка на контрольной подвыборке:

Это компромисс между LOO, hold-out и случайными разбиениями. С одной стороны, обучение производится только раз вместо . С другой стороны, длина обучающих подвыборок, равная  с точностью до округления, не сильно отличается от длины полной выборки . Обычно выборку разбивают случайным образом на или блоков.

#### Контроль по блокам (-fold CV)

Контроль по  блокам (-fold CV) повторяется  раз. Каждый раз выборка случайным образом разбивается на  непересекающихся блоков. Этот способ наследует все преимущества -fold CV, при этом появляется дополнительная возможность увеличивать число разбиений.

Данный вариант скользящего контроля, со [стратификацией](http://www.machinelearning.ru/wiki/index.php?title=%D0%A1%D1%82%D1%80%D0%B0%D1%82%D0%B8%D1%84%D0%B8%D0%BA%D0%B0%D1%86%D0%B8%D1%8F) классов, является стандартной методикой тестирования и сравнения алгоритмов [классификации](http://www.machinelearning.ru/wiki/index.php?title=%D0%9A%D0%BB%D0%B0%D1%81%D1%81%D0%B8%D1%84%D0%B8%D0%BA%D0%B0%D1%86%D0%B8%D1%8F). В частности, он применяется в системах [WEKA](http://www.machinelearning.ru/wiki/index.php?title=WEKA) и «[Полигон алгоритмов](http://www.machinelearning.ru/wiki/index.php?title=%D0%9F%D0%BE%D0%BB%D0%B8%D0%B3%D0%BE%D0%BD_%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC%D0%BE%D0%B2)».

## 1.8 Метрики качества в задаче классификации

Так как в результате мы будем строить модель, позволяющую для нового объекта предсказывать устойчивость к препарату, то есть, решать задачу классификации, а при тестировании алгоритма необходимо выбрать метрику качества, рассмотрим основные метрики, используемые в задаче классификации. Рассмотренное ниже описание составлено с помощью статьи [14].

### 1.8.1 Правильность

Наверно, самая простая метрика, которая определяется как доля объектов, которые алгоритм классифицировал верно, к числу всех объектов.

Где – число верно классифицированных объектов, – общее число объектов.

### 1.8.2 Точность и полнота

Точность (precision) и полнота (recall) являются метриками которые используются при оценке большей части алгоритмов извлечения информации. Иногда они используются сами по себе, иногда в качестве базиса для производных метрик, таких как -мера или . Суть точности и полноты очень проста.

Точность системы в пределах класса – это доля документов действительно принадлежащих данному классу относительно всех документов которые система отнесла к этому классу. Полнота системы – это доля найденных классификатором документов принадлежащих классу относительно всех документов этого класса в тестовой выборке.

Эти значения легко рассчитать на основании таблицы контингентности, которая составляется для каждого класса отдельно. Таблица контингентности представлена таблицей 1.

|  |  |  |  |
| --- | --- | --- | --- |
|  | | Экспертная оценка | |
| Положительная | Отрицательная |
| Оценка система | Положительная | TP | FP |
| Отрицательная | FN | TN |

Таблица 1 - таблица контингентности

В таблице содержится информация сколько раз система приняла верное и сколько раз неверное решение по документам заданного класса. А именно:

* — истино-положительное решение;
* — истино-отрицательное решение;
* — ложно-положительное решение;
* — ложно-отрицательное решение.

Тогда, точность и полнота определяются следующим образом:

### 1.8.3 Матрица неточностей

На практике значения точности и полноты гораздо более удобней рассчитывать с использованием матрицы неточностей (confusion matrix). В случае если количество классов относительно невелико (не более 100-150 классов), этот подход позволяет довольно наглядно представить результаты работы классификатора.

Матрица неточностей – это матрица размера , где — это количество классов. Столбцы этой матрицы резервируются за экспертными решениями, а строки за решениями классификатора. Когда мы классифицируем документ из тестовой выборки мы инкрементируем число стоящее на пересечении строки класса который вернул классификатор и столбца класса к которому действительно относится документ.

### 1.8.4 F-мера

Понятно что чем выше точность и полнота, тем лучше. Но в реальной жизни максимальная точность и полнота не достижимы одновременно и приходится искать некий баланс. Поэтому, хотелось бы иметь некую метрику которая объединяла бы в себе информацию о точности и полноте нашего алгоритма. В этом случае нам будет проще принимать решение о том какую реализацию запускать в production (у кого больше тот и круче). Именно такой метрикой является F-мера[1](http://bazhenov.me/blog/2012/07/21/classification-performance-evaluation.html#fn:f-measure).

F-мера представляет собой [гармоническое среднее](http://bazhenov.me/blog/2012/05/05/harmonic-mean.html) между точностью и полнотой. Она стремится к нулю, если точность или полнота стремится к нулю.

Данная формула придает одинаковый вес точности и полноте, поэтому F-мера будет падать одинаково при уменьшении и точности и полноты. Возможно рассчитать F-меру придав различный вес точности и полноте, если вы осознанно отдаете приоритет одной из этих метрик при разработке алгоритма.

где  принимает значения в диапазоне  если вы хотите отдать приоритет точности, а при  приоритет отдается полноте. При  формула сводится к предыдущей и вы получаете сбалансированную -меру (также ее называют ).

-мера является хорошим кандидатом на формальную метрику оценки качества классификатора. Она сводит к одному числу две других основополагающих метрики: точность и полноту.

## 1.8 Эффект переобучения

К сожалению, в имеющемся в нашем распоряжении наборе данных (описанном в разделе 4.1), лишь небольшое число объектов. В таком случае велик риск ситуации, называемой переобучением. Поэтому, рассмотрим эффект переобучения более подробно. Приведенное ниже описание выполнено с помощью статьи [15].

### 1.8.1 Понятие переобучения

Переобучение (*переподгонка*, *пере-* в значении «слишком», [англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) *overfitting*) в [машинном обучении](https://ru.wikipedia.org/wiki/%D0%9C%D0%B0%D1%88%D0%B8%D0%BD%D0%BD%D0%BE%D0%B5_%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5) и [статистике](https://ru.wikipedia.org/wiki/%D0%A1%D1%82%D0%B0%D1%82%D0%B8%D1%81%D1%82%D0%B8%D0%BA%D0%B0) — явление, когда построенная модель хорошо объясняет примеры из обучающей выборки, но относительно плохо работает на примерах, не участвовавших в обучении (на примерах из тестовой выборки).

Это связано с тем, что при построении модели («в процессе обучения») в обучающей выборке обнаруживаются некоторые случайные закономерности, которые отсутствуют в [генеральной совокупности](https://ru.wikipedia.org/wiki/%D0%93%D0%B5%D0%BD%D0%B5%D1%80%D0%B0%D0%BB%D1%8C%D0%BD%D0%B0%D1%8F_%D1%81%D0%BE%D0%B2%D0%BE%D0%BA%D1%83%D0%BF%D0%BD%D0%BE%D1%81%D1%82%D1%8C).

Даже тогда, когда обученная модель не имеет чрезмерного количества параметров, можно ожидать, что эффективность её на новых данных будет ниже, чем на данных, использовавшихся для обучения. В частности, значение [коэффициента детерминации](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D1%8D%D1%84%D1%84%D0%B8%D1%86%D0%B8%D0%B5%D0%BD%D1%82_%D0%B4%D0%B5%D1%82%D0%B5%D1%80%D0%BC%D0%B8%D0%BD%D0%B0%D1%86%D0%B8%D0%B8) будет сокращаться по сравнению с исходными данными обучения.

### 1.8.2 Способы борьбы с переобучением

Способы борьбы с переобучением зависят от метода моделирования и способа построения модели. Например, если строится [дерево принятия решений](https://ru.wikipedia.org/wiki/%D0%94%D0%B5%D1%80%D0%B5%D0%B2%D0%BE_%D0%BF%D1%80%D0%B8%D0%BD%D1%8F%D1%82%D0%B8%D1%8F_%D1%80%D0%B5%D1%88%D0%B5%D0%BD%D0%B8%D0%B9), то можно обрезать некоторые его ветки в процессе построения.

Для того чтобы избежать чрезмерной подгонки, необходимо использовать дополнительные методы, например:

* [перекрёстная проверка](https://ru.wikipedia.org/wiki/%D0%9F%D0%B5%D1%80%D0%B5%D0%BA%D1%80%D1%91%D1%81%D1%82%D0%BD%D0%B0%D1%8F_%D0%BF%D1%80%D0%BE%D0%B2%D0%B5%D1%80%D0%BA%D0%B0),
* [регуляризация](https://ru.wikipedia.org/wiki/%D0%A0%D0%B5%D0%B3%D1%83%D0%BB%D1%8F%D1%80%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D1%8F_(%D0%BC%D0%B0%D1%82%D0%B5%D0%BC%D0%B0%D1%82%D0%B8%D0%BA%D0%B0)) ,
* ранняя остановка,
* [вербализация нейронных сетей](https://ru.wikipedia.org/wiki/%D0%92%D0%B5%D1%80%D0%B1%D0%B0%D0%BB%D0%B8%D0%B7%D0%B0%D1%86%D0%B8%D1%8F_%D0%BD%D0%B5%D0%B9%D1%80%D0%BE%D0%BD%D0%BD%D1%8B%D1%85_%D1%81%D0%B5%D1%82%D0%B5%D0%B9),
* [априорная вероятность](https://ru.wikipedia.org/wiki/%D0%90%D0%BF%D1%80%D0%B8%D0%BE%D1%80%D0%BD%D0%B0%D1%8F_%D0%B2%D0%B5%D1%80%D0%BE%D1%8F%D1%82%D0%BD%D0%BE%D1%81%D1%82%D1%8C),
* [байесовское сравнение моделей](https://ru.wikipedia.org/w/index.php?title=%D0%91%D0%B0%D0%B9%D0%B5%D1%81%D0%BE%D0%B2%D1%81%D0%BA%D0%BE%D0%B5_%D1%81%D1%80%D0%B0%D0%B2%D0%BD%D0%B5%D0%BD%D0%B8%D0%B5_%D0%BC%D0%BE%D0%B4%D0%B5%D0%BB%D0%B5%D0%B9&action=edit&redlink=1) ([англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) [*bayesian model comparison*](https://en.wikipedia.org/wiki/bayesian_model_comparison)),

которые могут указать, когда дальнейшее обучение больше не ведёт к улучшению оценок параметров. В основе этих методов лежит явное ограничение на сложность моделей, или проверка способности модели к обобщению путём оценки её эффективности на множестве данных, не использовавшихся для обучения и считающихся приближением к реальным данным, к которым модель будет применяться.

## 1.9 Оптимизация гиперпараметров

Зачастую, алгоритм машинного обучения имеет набор параметров (который называется гиперпараметрами), от правильности задания которого зависит качество результирующей модели. Поэтому, для того, чтобы оценить, какой метод машинного обучения лучше, гиперпараметры подбираются достаточно близко к оптимальным (в той мере, в которой это удалось), и далее сравнивают алгоритмы, инициализированные найденными наилучшими параметрами. Поэтому, для того, чтобы сравнить алгоритмы верно, необходимо уметь правильно выбирать гиперпараметры. Поэтому, рассмотрим основные методы, позволяющие выбрать гиперпараметры близко к оптимальным значениям. На самом деле, задача поиска гиперпараметров, близких к оптимальным можно рассматривать как задачу оптимизации. Однако, к сожалению, большинство оптимизационных методов накладывают различные (причем достаточно жесткие) ограничения, которые не выполняются в случае оптимизации гиперпараметров. Поэтому, методы оптимизации гипермараметров рассматривают целевую функцию как черный ящик, то есть, не накладывают на нее серьезных ограничений (как, например, выпуклость, унимодулярность, гладкость). К сожалению, это существенно сказывается на теоретических и практических свойствах таких алгоритмов. Самое важное, что стоит отметить, так это то, что такие алгоритмы не гарантируют, что найденный результат будет оптимальным с некоторой точностью. Однако на практике оказывается, что результат хороших алгоритмов оказывается приемлемым и в большинстве случаев не уступает по качеству ручному поиску параметров, несмотря на то, что ручной поиск обладает тем важным преимуществом, что при подборе параметров исследователь уже имеет опыт решения различных задач, поэтому имеет примерное представление о том, как подобрать параметры правильно.

### 1.9.1 Поиск по сетке

Наиболее традиционным способом оптимизации гиперпараметров довольно долгое время был и все еще является поиск по сетке. Поиск по сетке представляет собой исчерпывающий поиск среди параметров, заданных на некоторой сетке (вообще говоря, не равномерной). Среди всех рассматриваемых значений гиперпараметров выбирается то значение, на котором метрика качества максимальна. Метрика качества измеряется с помощью подходящего алгоритма тестирования модели (например, с помощью скользящего контроля). Так как, вообще говоря, полный исчерпывающий поиск всех возможных значений параметров выполнить не всегда возможно (например, потому что возможных значений гиперпараметров бесконечное число), сетку, на которой параметры будут перебираться, необходимо задать заранее.

Например, рассмотрим задачу подбора гиперпараметров градиентного бустинга над решающими деревьями. Одними из основных параметров являются скорость обучения () и количество деревьев (). Ограничим возможные значения параметров следующей сеткой:

Всего в нашей сетке будет 70 различных вариантов гиперпараметров. Далее, поиск по сетке представляет собой перебор всех этих 70 параметров с последующей оценкой каждого из них (например, с помощью скользящего контроля).

### 1.9.2 Случайный поиск

Случайный поиск, как и поиск по сетке, представляет собой перебор некоторого множества вариантов гиперпараметров, только, в отличие от поиска по сетке, эти варианты генерируются из некоторого распределения, заданного на вход алгоритму. В простейшем случае, распределение может быть равномерным (равновероятным) на сетке. Так как в случае дискретных распределений есть ненулевая вероятность того, что один и тот же вариант гиперпараметров будет сгенерирован дважды. Чтобы этого избежать, повторно встречающиеся варианты пропускаются. В отличие от поиска по сетке, случайный поиск обладает рядом преимуществ:

1. Количество перебираемых вариантов – один из параметров алгоритма. Можно выбрать его в зависимости от имеющихся вычислительных ресурсов.
2. Зачастую оказывается, что некоторые параметры модели влияют на её качество незначительно (или не влияют вовсе). В таком случае, поиск по сетке будет работать в несколько раз дольше по сравнению с аналогичным поиском, при котором незначимый параметр зафиксирован (то есть, не перебирается), при этом, результаты в двух случаях будут близки. Случайный поиск при этом будет работать в двух вышеописанных случаях с одинаковой производительностью, при этом выдаст аналогичный результат.
3. Иногда бывают ситуации, когда близкие к оптимальным параметры нужно получить до того, как алгоритм отработал до конца (например, чтобы “прикинуть”, на какое качество можно рассчитывать, или в случае сбоя системы). В этом случае, даже результат промежуточного шага будет относительно неплохим, в отличие от результата поиска по сетке. Это связано с тем, при случайном выборе варианта гиперпараметров многие параметры к некоторому шагу примут довольно разнообразное число значений, в отличие от ситуации с поиском по сетке, при котором некоторые параметры могли принимать фиксированное значение во всех перебранных вариантах.

### 1.9.3 Выбор “равномерного” множества вариантов гиперпараметров

Если быть точным, то это не метод, а целый класс методов. Основной принцип подобных алгоритмов заключается в том, что вбираются некоторые варианты гиперпараметров так, чтобы, аппроксимация метрики качества была как можно лучше. Например, таковым является метод «латинский гиперкуб».

### 1.9.4 Байесовская оптимизация

Методы, основанные на байесовской оптимизации являются адаптивными, отличие которых от всех рассмотренных ранее методов заключается в том, что выбор вариантов гиперпараметров для проверки осуществляется с использованием результатов предыдущих проверок.

В данном случае мы решаем задачу максимизации метрики качества. При байесовском подходе искомая метрика качества рассматривается как случайная функция, для которой задано некоторое априорное распределение. Далее, при вычислении значения этой функции в некоторой точке, вычисляется апостериорное распределение этой случайной функции, которое в дальнейшем используется в качестве априорного. При выборе следующей точки используют некоторый критерий и априорное распределение на значение рассматриваемой случайной функции (самым распространенной метрикой в этом случае является “матожидание улучшения качества”).

В отличие от случайного поиска, использование результатов предыдущих вычислений позволяет существенно ускорить сходимость. Правда, недостатком метода является вычислительно более сложный выбор следующей точки, что не подходит в случаях, когда метрика качества вычисляется очень быстро (в таком случае лучше воспользоваться случайным поиском).

## 1.10 Составление сложных признаков

Заметим, что в исходной задаче одиночные признаки довольно примитивны (это мутации в конкретных участках генома). Возможно, есть смысл рассматривать признаки не по отдельности, а в некоторых комбинациях. Неявно мы уже делаем это, используя решающие деревья, но, может, есть способ найти более релевантные комбинации признаков.

### 1.10.1 Полиномиальные признаки

На данный момент, для составления сложных признаков используют так называемые полиномиальные признаки. Например, к имеющимся признакам добавляются все попарные произведения признаков. В таком случае, количество признаков возрастает очень сильно, поэтому, необходим интеллектуальный подбор признаков, на котором будет производиться обучение.

### 1.10.2 Модели, учитывающие комбинации признаков

Некоторые модели (например, ядерный SVM, или методы, основанные на деревьях решений) используют комбинации признаков, поэтому, их можно использовать, не выделяя сложные признаки самостоятельно.

### 1.10.3 Модели на основе глубокого обучения

В некоторых задачах признаковое описание объектов можно получить с помощью глубинного обучения. Для этого обучают нейросетевую модель, при этом обученная модель может решать, исходную задачу (если таковая имеется), либо некоторую вспомогательную задачу (так, например, сделано в известной модели word2vec). При этом отклик нейронной сети не некотором слое (например, в качестве такого слоя часто выступает предпоследний) содержит достаточно информативное (но, к сожалению, зачастую не интерпретируемое) признаковое описание объекта. При этом такое описание получено достаточно сложными математическими преобразованиями исходных признаков. Недостатком методов на основе глубинного обучения является переобучение модели и необходимость контроля переобучения даже при внушительных объемах данных.

## Выводы

Различные методы и алгоритмы машинного обучения позволяют решать широкий круг задач. В том числе, поиск наиболее влияющих на устойчивость к лекарственным препаратам мутаций, построение моделей, использующих эти мутации. Однако, для построения хорошей модели необходимы исследование, сравнение множества различных подходов, а также умелое их комбинирование.

# Глава 2. Основанный на переборе метод построения сложных признаков

## 2.1 Описание алгоритма

Далее, опишем алгоритм, позволяющий искать составные комбинации признаков.  
 Будем считать, что объект обладает бинарным признаком , если значение признака в объекте истинно. Также будем считать, что объект обладает составным признаком , где – исходные бинарные признаки, если он обладает всеми признаками (в исходных терминах, это означает, что объект обладает всеми перечисленными мутациями).

На первый взгляд кажется, что все перебрать все возможные составные признаки не представляется возможным. Обоснование этого факта заключается в том, что общее количество признаков составляет несколько тысяч, а перебор всех подмножеств такого числа признаков является трансвычислительной задачей (общее число обработанных бит для решения такой задачи больше, чем число бит, обрабатываемых гипотетическим компьютером размером с Землю за период времени, равный общему времени существования Земли). Однако рассматриваемая задача имеет некоторые особенности, позволяющие перебор всех возможных комбинаций:

1. Признаки сильно коррелированы (в том числе, есть признаки, встречающиеся у одного и того же подмножества объектов).
2. В выборке мало объектов (до 136).
3. При определении составного признака важно не то, какие простые признаки он включает, а какие объекты обладают составным признаком.
4. Большинством исходных признаков обладает малое число объектов (матрица объекты-признаки сильно разрежена).

Используя вышеперечисленные особенности, опишем далее алгоритм, позволяющий перебрать (в некотором смысле) все составные признаки.

Во-первых, используя свойство 4, оговоримся считать составные признаки одинаковыми, если ими обладает одно и то же множество объектов. Используя это, далее будем задавать составной признак не множеством исходных признаков, из которых он состоит, а множеством объектов, которыми он обладает. В связи со свойством 4, это обеспечит нам гораздо меньший размер результирующего множества составных признаков (ведь в таком случае один и тот же составной признак могут порождать различные исходные признаки). То есть, такое определение идентичности составных признаков позволяет нам строить алгоритм, оперирующий гораздо меньшим набором составных признаков, что позволяет значительно сэкономить как время, так и память (в нашем случае, расходование памяти сокращается до размеров, с которым способна работать имеющаяся в наличии вычислительная система).

Далее, будем определять составной признак множеством объектов , обладающих им (такое множество объектов будем называть определяющим). В таком случае введенное нами равенство составных признаков эквивалентно равенству определяющих множеств. Такой способ определения составного признака прост в вычислениях, но, к сожалению, менее интерпретируем, также открытым остается вопрос, как, имея составной признак, заданный с помощью определяющего множества, описать множеством исходных признаков.

Понятно, что для каждого исходного признака легко вычислить его определяющее множество. Посмотрим, как вычислить определяющее множество составного признака, заданного исходными признаками , имея их определяющие множества . Вспомнив определение составного множества, нетрудно понять, что определяющим множеством составного признака является множество .

Далее, заметим некоторые соотношения, позволяющие построить алгоритм, перебирающий все возможные определяющие множества. Пусть – множество всех определяющих множеств составных признаков, в состав которых входят исключительно исходные признаки . Тогда:

1. (8)

где – число признаков, а – множество пересечений элементов с .

Заметим, что искомое множество определяющих множеств есть . Далее, из вышеописанных соотношений, следует естественный алгоритм поиска всех определяющих множеств:

1. Инициализируем
2. Пересчитываемчерез *и* по формуле (8).

К сожалению, приведенный выше алгоритм не обладает приятными теоретическими свойствами (нетрудно придумать такое семейство входных данных, что мощность итогового множества определяющих множеств экспоненциально зависит от числа признаков, а поэтому и алгоритм не может быть полиномиальным). Однако, его временную сложность можно записать ввиде *,* где *,-*число признаков*, –* число объектов, а сложность по памяти можно записать какпоэтому алгоритм является достаточно эффективным в задачах, размер ответа в которых невелик. В нашем случае это значение порядка *,* что позволяет вычислитьв течение часа на вычислительной системе с 4гб RAM и процессором Intel Core 2 Duo T6600 с тактовой частотой 2.2Ггц. Также заметим, что при применении вышеописанного алгоритма мы пока никак не использовали скрытые переменные. Это позволяет провести вычисление лишь один раз, и далее использовать ответ при различных скрытых переменных (что в нашем случае позволяет использовать один раз посчитанные результаты для работы с различными лекарствами).

## 2.2 Оценка полученных составных признаков

Далее, опишем некоторые подходы, которые можно использовать для ранжирования релевантности составных признаков. В отличие от раздела 2.1, на данном этапе у нас определены скрытые переменные и нам необходимо отобрать из них те, которые мы далее добавим к текущим признакам. Мы предлагаем несколько стратегий.

#### 2.2.1 “Простая” стратегия

“Простая” стратегия заключается в том, что мы сначала оставляем только те составные признаки, скрытые переменные всех элементов определяющего множество которых имеет значение «истина» (то есть, объект устойчив к препарату). Далее, полученные признаки ранжируем по мощности определяющего множества (чем больше мощность, тем выше признак в итоговом списке) и выбираем признаки из начала списка (количество признаков является параметром алгоритма).

#### 2.2.2 Стратегия, основанная на оценке значимости признака с использованием бета-биномиальной статистической модели

Бета-биномиальная модель – двухуровневая байесовская модель, позволяющая осуществлять оценку параметра биномиального распределения . В отличие от частотной оценки, оценка с использованием бета-биномиальной модели разумно даже в случае небольшой выборки. В случае частотной оценки параметр считается независимым параметром, что приводит к неточным оценкам в случае небольших выборок. В бета-биномиальной модели параметр считается случайной величиной и имеет априорное распределение . Параметры могут быть как параметрами алгоритма, так и подбираться по данным с использованием метода максимальной обоснованности. Для этого необходимо решить задачу выпуклой оптимизации (например, методом Нелдера-Мида).

С помощью бета-биномиальной модели можно оценить вероятность того, что если значение признака положительно, объект устойчив к лекарству, используя распределение известных скрытых переменных у объектов, обладающих признаком. Далее, достаточно выбрать признаки с наибольшим значением оцененной вероятности.

Более подробно о бета-биномиальной модели можно почитать в статье [4].

## 2.3 Получение составных признаков для новых объектов

Ранее, мы определяли составной признак через определяющие множества. Это было достаточно удобно для вычислений, однако представление составного признака в такой форме не даёт непосредственной возможности получить значение признака для нового объекта, ведь его нет ни в одном из определяющих множеств. Здесь мы предлагаем несколько вариантов решения этой проблемы.

1. Новый объект обладает составным признаком, если он обладает всеми общими признаками объектов определяющего множества.
2. Для составного признака найдем минимальное по размеру множество простых (исходных) признаков, таких, что определяющее множество составного признака, полученное из признаков искомого множества, совпадает с данным определяющим множеством.
3. Будем считать, что тестовый объект нам дан еще до стадии обучения (при этом, чтобы тестирование было честным, нам будет известно только признаковое описание). Тогда, чтобы получить значение составного признака, достаточно проверить принадлежность данного объекта определяющему множеству рассматриваемого составного признака.

## 2.4 Программная реализация

Перебор составных признаков был реализован на языке C++ с использованием библиотеки для эффективной работы с хеш-таблицами google sparse-hash [16]. Такой выбор обоснован тем, что приходится оперировать большим числом определяющих множеств (порядка ), что накладывает сильные ограничения на эффективность использования памяти, что является одними из основных преимуществ выбранных технологий. При помощи библиотек boost-python и boost-numpy реализовано расширение написанного модуля перебора для языка python. Это было необходимо для совместимости с остальными модулями (написанными на Python). Различные стратегии по использованию составленных признаков реализованы на C++ и Python. Выбор зависел от их производительности. Метод Нелдера-Мида взят из библиотеки scipy.optimize.

## Выводы

В некоторых случаях особенности задачи могут создать хорошие предпосылки для разрешимости относительно них некоторых вспомогательных задач. В нашем случае, вспомогательной задачей является перебор составных признаков. Однако, к сожалению, некоторые вопросы остаются все еще не решенными. Например, как правильно выбрать из всех составных признаков самые важные (вероятно, предложенные способы являются далеко не самыми оптимальными).

# Глава 3. Окружение для тестирование различных моделей

Данная нам задача анализа лекарственной устойчивости обладает рядом своих особенностей. Среди них малое число объектов и большое число признаков. К нашему сожалению, именно в таких ситуациях велик риск переобучения. В связи с этим, чтобы полученным результатам можно было доверять, важно построение правильного окружения, позволяющее проводить различные эксперименты.

## 3.1 Требования к окружению тестирования моделей

Опишем основные требования к тестирующему окружению, которых будем придерживаться при его проектировании и реализации:

1. Независимость от гиперпараметров. То есть, для наших экспериментов мы задаём лишь структура нашей модели, но не указываем конкретные значения параметров. Это важно для того, чтобы тестировать структуру моделей а не умение подбора параметров.
2. Подбор параметров эксперимента проводится независимо от тестирования. Это означает, что тестовые данные не участвуют при подборе гиперпараметров. То есть, тестирование должно проводиться ровно один раз, после того, как параметры перебраны. Это важно, потому что, если, перебирая параметры моделей (ручным или автоматическим способом), мы будем иметь информацию о качестве модели на тестовых данных, очень просто переобучиться. Обычно, этому уделяют не так много внимания, потому что в выборках достаточно много объектов и значительные изменения качества модели с большой вероятностью свидетельствуют именно о лучшем качестве, а не о переобучении.
3. Устойчивость. Это означает, что оценка качества должна слабо зависеть от разбиения выборки на обучающую и тестовую.

## 3.2 Архитектура тестирующей системы

В связи с этими требованиями, построение тестирующей системы мы решили производить следующим образом.

* 1. На вход поступает данные по некоторому лекарству, модель, а также пространство неинициализированных параметров этой модели.
  2. Используя эту модель и пространство параметров мы создаем так называемую мета-модель, у которой уже нет никаких параметров, кроме переданной модели и пространства возможных значений параметров (на самом деле, мета-модель как раз инкапсулирует в себе подбор этих самых гиперпараметров).
  3. Мета-модель тестируется на имеющихся данных. На выход поступают результаты тестирования – метрики качества мета-модели и отобранные ею признаки.
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Рисунок 1 - структура тестирующего окружения

Тестирование мета-модели проводилось посредством скользящего контроля по 5 блокам. В качестве метрик качества использовались правильность, , точность, полнота, матрица неточностей.

Заметим, что такой способ тестирования обеспечивает нам выполнения сразу трех пунктов. Во-первых, так как тестируется мета-модель, выполняется требование 1, ведь мета-модель не зависит от гиперпараметров. Так как мета-модель сама является моделью, а тестирование методом скользящего контроля по 5 блокам удовлетворяет условиям 2 и 3, они также выполнены.

## 3.3 Устройство мета-модели

Мета-модель представляет собой модель, которая принимает на вход другую модель и пространство её гиперпараметров, подбирает наилучшие гиперпараметры и использует их для обучения и предсказания. Рассмотрим это более детально.

#### 3.3.1 Обучение мета-модели

На вход поступают тренировочные данные – признаковое описание объектов и скрытые переменные. Обучение модели состоит из следующих последовательных стадий:

* 1. Подбор оптимальных гиперпараметров с помощью скользящего контроля по 5 блокам. Для подбора гиперпараметров использовалась библиотека hyperopt, реализующая метод дерева парзеновских оценок (Tree of Parzen Estimators), метод байесовской оптимизации гиперпараметров.
  2. Обучение внутренней модели с использованием гиперпараметров, подобранных на шаге 1.

#### 3.3.1 Предсказание мета-модели

На вход поступает тестовые данные, представленные признаковым описанием тестовых объектов. Скрытые переменные при этом неизвестны. В этом случае производится предсказание скрытых переменных с использованием обученной на стадии обучения внутренней модели.

## 3.4 Оценка значимости результатов

Для оценки значимости различий между качеством моделей использовался следующий статистический тест. Пусть – скрытые бинарные метки классов, -предсказания первой модели, а -предсказания второй модели, полученные посредством скользящего контроля. Далее, построим следующую величину: , после чего, на основании величин проверялась статистическая гипотеза с помощью приближения среднего арифметического мультиномиальных величин нормальной. Если гипотеза отклоняется, различие между качеством моделей считается статистически значимым.

## 3.5 Программная реализация

Весь исходный код написан на языке Python. Оптимизация гиперпараметров выполнена с помощью библиотеки hyperopt [17]. Реализация скользящего контроля и различных метрик качества алгоритмов выполнены с помощью scikit-learn [18]. Проверка статистической гипотезы (при проверке значимости результатов) реализована при помощи библиотеки scipy [19].

## Выводы

Особенности задачи играют важную роль не только на способ и сложность решения самой задачи, но и на способ тестирования результатов, который приходится сильно усложнять по сравнению с способами, отлично применяемыми в большом числе других задач.

# Глава 4. Исходные данные и проведенные эксперименты

## 4.1 Исходные данные

Далее, опишем исходные данные, имеющиеся у нас для проверки различных алгоритмов отбора признаков.

По итогам анализа имеющихся данных полногеномного секвенирования M.tuberculosis и медицинских карт пациентов были отобраны 132 генома и сформированы тестовые наборы данных (табл. 1). Чувствительность проверялась к препаратам так первой и второй линии. Так как препараты первой линии и устойчивость к ним хорошо изучена, далее мы будем использовать исключительно препараты второй линии. Также стоит отметить, что в данных присутствуют пропуски – не удалось достоверно проверить наличие точечной мутации.

|  |  |  |
| --- | --- | --- |
| Линия | Название препарата | Число наблюдений |
| 1 | Ethambutol | 136 |
| Isoniazid | 136 |
| Rifampicin | 134 |
| Rifampentine | 2 |
| Pyrazinamide | 36 |
| Streptomycin | 136 |
| Cycloserine | 129 |
| 2 | Ethionamide/Prothionamide | 136 |
| Para-aminosalicyclic acid | 136 |
| Capremycin | 131 |
| Amikacin | 136 |
| Ofloxacin | 136 |
| Kanamycin | 17 |

Таблица 2 - краткое описание исходного набора данных

Препараты первой линии хорошо изучены, поэтому особый интерес представляют препараты второй группы. Мы будем рассматривать все препараты второй группы, кроме “Kanamycin”, так как представлено всего 17 объектов, причем только 2 не являются лекарственно устойчивыми.

## 4.2 Основные примитивы, использованные при составлении экспериментов

Для того чтобы при задании сложных экспериментов не приходилось задавать все возможные варианты параметров, мы решили объединить относительно несложные пары (модель, пространство параметров) в примитивы, из которых в дальнейшем строим свои эксперименты. Это оказалось очень удобно. Например, если мы ходим в нашем эксперименте использовать один из нескольких базовых алгоритмов машинного обучения (но пока сами не знаем, какой из них работает лучше всего), можно воспользоваться примитивом “базовый алгоритм”, вместо указания, из каких именно моделей мы хотим выбирать, какие у них могут быть параметры и так далее. Примитивы могут быть инициализированы как полностью, так и частично (то есть, могут содержать параметры, требующие инициализации). Это мы используем в случае, когда модель представляет собой декоратор другой модели, декорируемая модель выступает в качестве параметра.

### 4.2.1 Примитив “выбор”

Примитив “выбор” мы используем в случае, когда у нас есть несколько вариантов модели, но мы не знаем наверняка, какой из них лучше. В таком случае мы используем примитив “выбор”, параметрами которого являются различные варианты.

### 4.2.2 Примитив “логистическая регрессия”

В качестве модели примитива “логистическая регрессия” выступает логистическая регрессия. Перебираемые параметры при этом следующие:

1. Коэффициент регуляризации (от до с использованием логарифмической шкалы).
2. Метод регуляризации ( или ).
3. Веса классов (единичные или сбалансированные).

### 4.2.3 Примитив “случайный лес”

В качестве модели выступает случайный лес со 100 деревьями. Случайный лес зарекомендовал себя как очень устойчивый классификатор, поэтому мы не перебираем его параметры.

### 4.2.4 Примитив “градиентный бустинг”

В качестве модели используется классификатор XGBClassifier библиотеки xgboost. Перебираемые параметры при этом следующие:

1. Количество деревьев (от 1 до 200).
2. Максимальная глубина дерева (от 1 до 13).
3. Минимальное число листовых объектов (от 1 до 6).
4. Размер поднабора данных, используемый при обучении одного дерева (от половины всех данных до полного набора).
5. Минимальное изменение функции потерь, необходимое для разделения листового узла (от 0.5 до 1).

Более подробное их описание можно почитать в документации xgboost [7].

### 4.2.5 Примитив “простая модель”

В качестве примитива “простая модель” выступает выбор из логистической регрессии, случайного леса и градиентного бустинга.

### 4.2.6 Примитив “статистический метод отбора признаков”

В качестве примитива выступает выбор из двух методов, основанных на проверке статистических гипотез: хи-квадрат и ANOVA. Также примитив декорирует модель, использующую далее отобранные признаки. Перебираем следующие параметры:

1. Статистический критерий (хи-квадрат или ANOVA)
2. Количество результирующих признаков (от до по логарифмической шкале).

### 4.2.7 Примитив “модель для оценки признаков ”

В качестве примитива мы использовали выбор из случайного леса и логистической регрессии.

### 4.2.8 Примитив “устойчивая простая модель”

Абсолютно аналогично примитиву “модель для оценки признаков”.

### 4.2.9 Примитив “отбор признаков на основе модели”

В качестве примитива выступает метод, отбирающий признаки на основе важности, которую вычисляет примитив “модель для оценки признаков”. В качестве параметров выступает модель, вычисляющая порог, и декорируемая модель, использующая отобранные признаки.

### 4.2.10 Примитив “отбор признаков”

В качестве примитива используется выбор из отбора признаков на основе модели и статистического метода отбора признаков.

### 4.2.11 Примитив “сеть релевантных признаков”

В качестве примитива используется, как нетрудно догадаться, сеть релевантных признаков. При этом, перебираются следующие параметры:

1. (от до по логарифмической шкале). Подробное описание параметра можно почитать в разделе 1.6.
2. (от до ). Подробное описание параметра можно почитать в разделе 1.6

### 4.2.12 Примитив “составление сложных признаков”

В качестве примитива используется модель составления сложных признаков, описанная в разделе 1.10. Перебираются следующие параметры:

1. Способ задания приоритетов: “простой” способ и способ, основанный на бета-биномиальной байесовской модели.
2. Минимальное число объектов определяющего множества, необходимое для того, чтобы использовать признак (от до ).
3. Способ присвоения признака новому объекту (с использованием тестового примера на этапе обучения, с использованием всех общих признаков, или с использованием минимального числа признаков, порождающих определяющее множество).
4. Количество добавляемых признаков (от до с использованием логарифмической шкалы).

Далее, мы будем использовать лишь высокоуровневые примитивы “обогащение признаками”, “сеть релевантных признаков”, “базовая модель”, “устойчивая простая модель”, “простая модель”, “отбор признаков”.

## 4.3 Предварительная обработка данных

Перед тем, как передавать данные непосредственно в модели, мы выполнили предварительную обработку данных, которая включает:

1. Пропуски заменяются нулями (что эквивалентно отсутствию мутаций). Это кажется разумным решением, так как – самое частое значение в матрице, причем сильно преобладает, при этом пропуск наверняка неинформативен.
2. Удаляются признаки, которые встретились в данных меньше трех раз, а также удаляются признаки, которые встретились больше, чем в половине случаев (ведь, если мутация встречается часто, это означает, что это скорее распространенное явление, чем патология).

## 4.4 Описание выполненных экспериментов

### 4.4.1 Простая модель

Эксперимент представляет собой запуск примитива “простая модель” на предварительно обработанных данных.

### 4.4.2 Отбор признаков и модель

Эксперимент представляет собой последовательный запуск примитивов “отбор признаков” и “простая модель” на предварительно обработанных данных.

### 4.4.3 Сеть релевантных признаков и модель

Эксперимент представляет собой последовательный запуск примитивов “сеть релевантных признаков” и “простая модель” на предварительно обработанных данных.

### 4.4.4 Составление сложных признаков и устойчивая простая модель

Эксперимент представляет собой последовательный запуск примитивов “составление сложных признаков” и “устойчивая простая модель” на предварительно обработанных данных.

### 4.4.5 Составление сложных признаков, отбор признаков и простая модель

Эксперимент представляет собой последовательный запуск примитивов “составление сложных признаков”, “отбор признаков” и “ простая модель” на предварительно обработанных данных.

### 4.4.6 Составление сложных признаков, сеть релевантных признаков и простая модель

Эксперимент представляет собой последовательный запуск примитивов “составление сложных признаков”, “сеть релевантных признаков” и “ простая модель” на предварительно обработанных данных.

## 4.5 Программная реализация

Весь исходный код предварительной обработки данных, проектирования примитивов и экспериментов реализованы на языке Python. Чтение и предварительная обработка данных выполнена с помощью библиотек pandas [20] и numpy [21]. Логистическая регрессия и случайный лес взяты из библиотеки scikit-learn [18], градиентный бустинг взят из библиотеки xgboost [7]. Примитивы реализованы при помощи библиотеки hyperopt [17].

## 4.6 Результаты и их анализ

На таблице 2 отображены результаты проведенных экспериментов на различных наборах данных. Жирным шрифтом выделены наилучшие значения среди всех проведенных экспериментов с препаратом. Так как признаки не интерпретируемы (это просто номера мутаций), поместим их описание в приложение 1.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  | **AMIK: Amikacin** | **CAPR: Capreomycin** | **ETHI: Ethionamide/ Prothionamide** | **OFLO: Ofloxacin** | **PARA: Para-aminosalicyclic acid** |
| **Accuracy** | **4.4.1** | 0,89 | 0,83 | 0,75 | 0,83 | **0,88** |
| **4.4.2** | 0,89 | 0,82 | **0,79** | **0,87** | **0,88** |
| **4.4.3** | 0,88 | 0,82 | 0,76 | 0,85 | **0,88** |
| **4.4.4** | 0,89 | 0,82 | 0,76 | 0,82 | **0,88** |
| **4.4.5** | 0,81 | **0,85** | 0,71 | 0,82 | **0,88** |
| **4.4.6** | **0,91** | 0,83 | 0,74 | 0,82 | 0,87 |
| **F1** | **4.4.1** | 0,88 | 0,83 | 0,37 | 0,84 | **0,6** |
| **4.4.2** | 0,88 | 0,83 | **0,54** | **0,88** | 0,59 |
| **4.4.3** | 0,87 | 0,82 | 0,38 | 0,85 | 0,58 |
| **4.4.4** | 0,88 | 0,83 | 0,33 | 0,84 | 0,59 |
| **4.4.5** | 0,77 | **0,84** | 0,41 | 0,84 | 0,59 |
| **4.4.6** | **0,9** | 0,83 | 0,28 | 0,83 | 0,55 |
| **TN** | **4.4.1** | 67 | 54 | 92 | 54 | 108 |
| **4.4.2** | 68 | 53 | 90 | **55** | 107 |
| **4.4.3** | 67 | 51 | 94 | 54 | **109** |
| **4.4.4** | 67 | 50 | **96** | 51 | 107 |
| **4.4.5** | 67 | **58** | 82 | 51 | 107 |
| **4.4.6** | **70** | 56 | 93 | 50 | 107 |
| **FP** | **4.4.1** | 4 | 5 | 8 | 6 | 4 |
| **4.4.2** | **3** | 6 | 10 | **5** | 5 |
| **4.4.3** | 4 | 8 | 6 | 6 | **3** |
| **4.4.4** | 4 | 9 | **4** | 9 | 5 |
| **4.4.5** | 4 | **1** | 18 | 9 | 5 |
| **4.4.6** | 1 | 3 | 7 | 10 | 5 |
| **FN** | **4.4.1** | **11** | 17 | 26 | 17 | **12** |
| **4.4.2** | 12 | 17 | **19** | **13** | **12** |
| **4.4.3** | 12 | 16 | 26 | 15 | 13 |
| **4.4.4** | **11** | **14** | 28 | 15 | 12 |
| **4.4.5** | 22 | 19 | 22 | 15 | **12** |
| **4.4.6** | **11** | 19 | 29 | 15 | 13 |
| **TP** | **4.4.1** | **54** | 55 | 10 | 59 | **12** |
| **4.4.2** | 53 | 55 | **17** | **63** | **12** |
| **4.4.3** | 53 | 56 | 10 | 61 | 11 |
| **4.4.4** | **54** | **58** | 8 | 61 | **12** |
| **4.4.5** | 43 | 53 | 14 | 61 | **12** |
| **4.4.6** | **54** | 53 | 7 | 61 | 11 |

Таблица 3 - результаты экспериментов

Как видно из таблицы 2, результаты в целом достаточно похожи. Иногда, некоторые модели сильно деградируют в производительности, например, 4.4.5 на препарате “ETHI: Ethionamide/ Prothionamide”. Среди всех рассмотренных моделей можно выделить модель 4.4.2 (отбор признаков и простая модель), потому что при проверке ее на всех пяти препаратах она выдавала либо наилучшее, либо очень близкое к наилучшему (отличающееся не более чем на 3 пункта) значение правильности и .

Для демонстрации процесса сходимости, изобразим графики, отражающие правильность алгоритма в процесса сходимости на внутреннем скользящем контроле (в мета-модели) и на внешнем скользящем контроле (при тестировании мета-модели). Так как всего экспериментов проведено достаточно много (а следовательно, и графиков можно построить достаточно много), отобразим графики только для препарата “CAPR: Capreomycin ”. На рисунках 2-7 можно видеть результаты экспериментов 4.4.1 – 4.4.6 соответственно.
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Рисунок 2 - результаты модели 4.4.1
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Рисунок 3 - результаты модели 4.4.2
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Рисунок 4 - результаты модели 4.4.3
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Рисунок 5 - результаты подели 4.4.4

![](data:image/png;base64,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)

Рисунок 6 - результаты модели 4.4.5
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Рисунок 7 - результаты модели 4.4.6

## Выводы

Сеть релевантных признаков является достаточно интересным применением аппарата графических моделей к задаче отбора признаков. Однако, к сожалению, в рассмотренной задаче данная модель не показала улучшений по сравнению с базовыми методами отбора признаков. По результатам проведенных экспериментов, можно сказать, что применение базовых методов отбора признаков более предпочтительно. Также, по рисункам 2-7 видно, что при оптимальном подборе параметров на тренировочных данных посредством скользящего контроля, качество при подборе параметров заметно выше, чем итоговое качество при тестировании. Это говорит об обоснованности построения двухуровневой схемы тестирования для получения объективных результатов в рассматриваемой задаче.

# Заключение

В ходе проведенной работы было сделано следующее:

1. Проведен обзор некоторых базовых алгоритмов классификации и отбора признаков.
2. Предложен и реализован метод поиска составных признаков.
3. Рассмотрена и реализована сеть релевантных признаков – метод отбора признаков, основанный на аппарате графических моделей.
4. Реализовано окружение, позволяющее объективно и независимо от параметров моделей тестировать различные методы машинного обучения.
5. С помощью реализованного окружения были проведены эксперименты на реальных наборах данных для исследования связи мутаций (однонуклеотидных полиморфизмов) генома микробактерии и ее лекарственной устойчивости к различным лекарственным препаратам.
6. Произведен анализ результатов экспериментов.
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# Приложение 1