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**INTRODUCTION**

The **RPC** (remote procedure call) architecture is popular in building scalable distributed client/server on a different address space without understanding the network configuring as if the server was in the same network. It is very simple and transparent to write distributed programs. The **RPC** protocol user need not to have information on distributed environments and can easily construct distributed application systems. The **RPC** protocol reduces the communications overload since it uses messages to communicate.

Current **RPC** services implement a variety of semantics, with many of the differences related to how communication and server failures are handled. The list increases even more when considering group **RPC**, a variant of **RPC** often used for fault-tolerance where an invocation is sent to a group of servers rather than one.

**RPC** messages:

- **Call/Request** is given by the Client to the Server.

- **Reply** is given back to the Client by the Server.

**gRPC** is a modern open source high performance **RPC** framework that can run in any environment. It can efficiently connect services in and across data centers with pluggable support for load balancing, tracing, health checking and authentication. It is also applicable in last mile of distributed computing to connect devices, mobile applications and browsers to backend services.

As mentioned, with **gRPC**, a client application can directly call methods on a server application on a different network as if the method was local. The beauty about **RPC** is that it is language agnostic. This means we could have a **grpc** server written in **Java** handling client calls from **node.js, PHP** and **Go**

**gRPC** allows us to define a service which specifies the methods that you can call remotely, the parameters that can be passed to the procedure call and the return responses. The server then implements these definitions and creates a new **grpc** server to handle the procedure calls from the client.

**Topic Details**

**gRPC** is a Remote Procedure Calls tool built by Google. It is an open source platform or also an RPC framework which has been in operation since 2015. Essentially it allows for service to service communication. It seeks to make the process of creating libraries and APIs easier for developers. Developers now don’t have to write their libraries in different languages, instead they can do so in a unified manner and share their services with others without having to worry about translating it into other languages.

**Plan of action:**

* Learn about what gRPC is and how is it used.
* Start developing basic functions in gRPC.
* After gaining confidence in those, start using various other concepts of RPCs and implement them.
* Try using our own functions for service to service communications.

**ABSTRACT**

**Remote Procedure Call** (**RPC**) is basically a protocol that one program can use to request a service from a program located in another computer on a network without having to understand the network's details.

**gRPC** is a modern open source high performance RPC framework that can run in any environment. It can efficiently connect services in and across data centers with pluggable support for load balancing, tracing, health checking and authentication. It is also applicable in last mile of distributed computing to connect devices, mobile applications and browsers to backend services.

As mentioned, with gRPC, a client application can directly call methods on a server application on a different network as if the method was local. The beauty about RPC is that it is language agnostic. This means we could have a grpc server written in Java handling client calls from node.js, PHP and Go.

RPC client and server run-time stubs take care of the network protocol and communication so that we can focus on our application.

We would be testing the functioning of the RPC, we would also be creating and testing the server including the gRPC server, we will also be creating gRPC clients.

**Literature Review**

**Design, implementation and performance evaluation of GridRPC programming middleware for a large-scale computational grid[1]: Tanaka, Optimization Problem Solving System using GridRPC by Hisashi Shimosaka[2]. Constructing a configurable group RPC service talks about Current Remote Procedure Call (RPC) services implementing a variety of semantics, with many of the differences related to how communication and server failures handling by Hiltunen[3]. A group RPC protocol for distributed systems by Lee[4]. OpenGR: A Directive-Based Grid Programming Environment by Hirano[5]. Design and implementation of YANG based wireless access point controller using RPC by An, G., & Lee[6]. A Grid RPC Model and API for Advanced and Middleware Applications by Casanova[7]. A group RPC protocol analysis for distributed network management systems using Petri nets by Lee, J. K., Lee[8]. Standardized data management in GridRPC environments by Caniou, Y., Caron[9]. First test of a power-pulsed electronics system on a GRPC detector in a 3-Tesla magnetic field by Caponetto [10].**
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