### **Apply Machine Learning to the Capstone project**

## Objective of Project

The objective of this project is to build a model using a machine learning method which can predict the outcome if an email is spam or no-spam and based on that the spam emails can be filtered out. The project will try to give answers to the following questions :

* How can we construct a spam filter, given the data set?
* What factors alter the probability of an email being a spam-email?
* How to create an accurate model that can predict if an email is spam?
* What is the risk of the model making false predictions?

The Data Set (Spambase data set) is acquired from UCI Machine Learning Repository (<https://archive.ics.uci.edu/ml/datasets/spambase>).

## Data Analysis

Since outcome variable in this data set is ‘spam’ which is a binary or dichotomous, i.e. it only contains data coded as 1 (TRUE) or 0 (FALSE), the Logistic Regression algorithm will be used to classify if an email is spam or not a spam.

### What is Logistic Regression?

Logistic regression is a simple classification algorithm to analyze a dataset in which there are one or more independent variables that determine an outcome. In logistic regression the outcome or dependent variable is coded a 1 (TRUE) or 0 (FALSE).

*Logit Transformation*

The goal of logistic regression is to find the best fitting model to describe the relationship between the dependent variable (response or outcome variable) and a set of independent (predictor or explanatory) variables. Logistic regression generates the coefficients (and its standard errors and significance levels) of a formula to predict a *logit transformation* of the probability of an email being spam:
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where p is the probability of presence of characteristic of interest (an email being spam). The logit transformation is defined as the logged odds:
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And *logit transformation* of probability p is:

![Logit(p)=ln(p/(1-p))](data:image/png;base64,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)

Rather than choosing parameters that minimize the sum of squared errors (like in ordinary regression), estimation in logistic regression chooses parameters that maximize the likelihood of observing the sample values.

*Odds-ratio*

Equation 2 shows that if the probability of the outcome variable spam is between [0,1], the odds will be non-negative. If *odds > 1* the probability of an email being spam is greater than the probability of an email being no-spam.

*Definitions:*

### Dependent variable

The variable whose values you want to predict. The dependent variable must be binary or dichotomous, and should only contain data coded as 0 or 1.

Independent variables

The independent variables are the variables which are expected to influence the dependent variable.

### Building the Predictive Model and Performance Evaluation

Since the outcome variable spam has binary levels (0 or 1), logistic regression will be used to build the predictive model **using all of the independent variables (attributes 1 to 57)**. The data will be divided into a training and testing set with 75/25 ratio. The set.seed variable will be used to make sure the dependent variable will be well balanced in both the training and testing sets. Once the model will be developed with the training data, it will be subsequently tested on the test data to determine its accuracy.

### Performance Evaluation Parameters

The performance evaluation will be done using classification matrix as shown in the Table below and by calculating the accuracy, sensitivity and specificity of the model.

**Table: Classification Matrix:**

|  |  |  |
| --- | --- | --- |
|  | **Predicted = 0** | **Predicted = 1** |
| **Actual = 0** | True Negatives (TN) | False Positive (FP) |
| **Actual = 1** | False Negative (FN) | True Positive (TP) |

The description of parameters are as follows:

* True Positive (TP): Spam emails are correctly predicted as spams
* True Negatives (TN) : No-spam emails are correctly predicted as no-spam emails
* False Positive (FP) : No-spam emails are incorrectly predicted as spam emails
* False Negative (FN) : Spam emails are incorrectly predicted as no-spam emails
* Accuracy : (True Negatives (TN) + True Positive (TP)) / Total number of observations
* Sensitivity (True Positive Rate) = True Positive (TP) / (True Positive (TP) + False Negative (FN))
* Specificity (False Positive Rate) = True Negatives (TN) / True Negatives (TN) + False Positive (FP))
* Error rate = (False Positive (FP) + False Negative (FN)) / Total number of observations

### Selecting a Threshold for Filter

By using a threshold value, the outcome of logistic regression which are probabilities can be converted into predictions. If the probability of an email being spam is greater than the threshold, then the prediction is that the email is spam. If it’s below, then prediction is that the email is not a spam. Selecting a right threshold is often challenging. A Receiving Operator Characteristic (ROC) curve will be created to decide which value of the threshold could be best.

### Evolution of Model using Test Data Set

The testing data set contains 1380 observations and will be used to evaluate the model. The threshold value be determined to create the classification matrix as shown in the table above to calculate accuracy, sensitivity and specificity of the model.

The accuracy of the model will be compared with baseline method accuracy.