**Bubble Sort:**

Bubble Sort is the simplest sorting algorithm that works by repeatedly swapping the adjacent elements if they are in wrong order.

Example:

**First Pass:**

( 5 1 4 2 8 ) –> ( 1 5 4 2 8 ), Here, algorithm compares the first two elements, and swaps since 5 > 1.

( 1 5 4 2 8 ) –> ( 1 4 5 2 8 ), Swap since 5 > 4

( 1 4 5 2 8 ) –> ( 1 4 2 5 8 ), Swap since 5 > 2

( 1 4 2 5 8 ) –> ( 1 4 2 5 8 ), Now, since these elements are already in order (8 > 5), algorithm does not swap them.

**Second Pass:**

( 1 4 2 5 8 ) –> ( 1 4 2 5 8 )

( 1 4 2 5 8 ) –> ( 1 2 4 5 8 ), Swap since 4 > 2

( 1 2 4 5 8 ) –> ( 1 2 4 5 8 )

( 1 2 4 5 8 ) –> ( 1 2 4 5 8 )

Now, the array is already sorted, but our algorithm does not know if it is completed. The algorithm needs one whole pass without any swap to know it is sorted.

**Third Pass:**

( 1 2 4 5 8 ) –> ( 1 2 4 5 8 )

( 1 2 4 5 8 ) –> ( 1 2 4 5 8 )

( 1 2 4 5 8 ) –> ( 1 2 4 5 8 )

( 1 2 4 5 8 ) –> ( 1 2 4 5 8 )

**The Speciality Of Bubble Sort:**

void bubbleSort(int arr[], int n)

{

int i, j;

for (i = 0; i < n-1; i++)

**// Last i elements are already in place**

for (j = 0; j < n-i-1; j++)

{

if (arr[j] > arr[j+1])

{

swap(&arr[j], &arr[j+1]);

}

}

}

**Worst and Average Case Time Complexity:** O(n\*n). Worst case occurs when array is reverse sorted.

**Best Case Time Complexity:** O(n). Best case occurs when array is already sorted.

**Auxiliary Space:** O(1)

**Boundary Cases:** Bubble sort takes minimum time (Order of n) when elements are already sorted.

**Sorting In Place:** Yes

**Stable:** Yes

**Average Case Time Complexity:**Check the number of iterations inner loop is making:

**(n-1) + (n-2) + (n-3) + ... + 1 times. So it is O(n + (n-1) + (n-2) + (n-3) + ... + 1) = O(n(n+1)/2) = O(n^2)**

**Insertion Sort:**

**Algorithm**

// Sort an arr[] of size n

insertionSort(arr, n)

Loop from i = 1 to n-1.

……a) Pick element arr[i] and insert it into sorted sequence arr[0…i-1]

void insertionSort(int arr[], int n)

{

int i, key, j;

for (i = 1; i < n; i++)

{

key = arr[i];

j = i-1;

**/\* Move elements of arr[0..i-1], that are**

**greater than key, to one position ahead**

**of their current position \*/**

while (j >= 0 && arr[j] > key)

{

arr[j+1] = arr[j];

j = j-1;

}

**/\* Shifting is being done. Since, arr[j]> key that means Now, key will be placed somewhere between 0 to j index. So, arr[j] for current j needs to be right shifted\*/**

arr[j+1] = key;

}

**Time Complexity:**
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**An Insertion Sort Time Complexity Based Question:**

Question : How much time Insertion sort takes to sort an array of size n in below form?

arr[] = 2, 1, 4, 3, 6, 5,….i, i-1, …..n, n-1

Answer : At first look, it seems like Insertion Sort would take O(n2) time, but it actually takes O(n) time

How? Let us take a closer look at below code.

Check the algorithm:

**/\* Function to sort an array using insertion sort\*/**

void insertionSort(int arr[], int n)

{

for (int i = 1; i < n; i++)

{

int key = arr[i];

int j = i-1;

/\* Move elements of arr[0..i-1], that are

greater than key, to one position ahead

of their current position \*/

while (j >= 0 && arr[j] > key)

{

arr[j+1] = arr[j];

j = j-1;

}

arr[j+1] = key;

}

}

If we analyze the input carefully we see that every element is only one position away from its position in sorted array. The outer for loop will run till ‘n’ and the inner while loop would take “constant” steps of 1 swap and 2 comparisons. Since, while loop takes constant time and for loop runs for ‘n’ element, so overall complexity is O(n)

**Another Hint:** Time taken by insertion sort is proportional to the number of inversions in the array.

In above example type, number of inversions is n/2, so overall time complexity is O(n)

**Time complexity of insertion sort when there are O(n) inversions?**

Given an array arr[], a pair arr[i] and arr[j] forms an inversion if arr[i] < arr[j] and i > j. For example, the array {1, 3, 2, 5} has one inversion (3, 2) and array {5, 4, 3} has inversions (5, 4), (5, 3) and (4, 3)

Now, consider the insertion sort function again:

void insertionSort(int \*arr,int n)

{

int key,j;

for(int i=0;i<n;i++)

{

key=arr[i];

j=i-1;

while(j>0&&arr[j]>key)

//arr[j]>key

//will make the sort stable

{

arr[j+1]=arr[j];

//right shifting by one position

j--;

}

arr[j+1]=key;

}

}

If we take a closer look at the insertion sort code, we can notice that every iteration of while loop reduces one inversion. The while loop executes only if i > j and arr[i] < arr[j]. Therefore total number of while loop iterations (For all values of i) is same as number of inversions. Therefore overall time complexity of the insertion sort is O(n + f(n)) where f(n) is inversion count. If the inversion count is O(n), then the time complexity of insertion sort is O(n). In worst case, there can be n\*(n-1)/2 inversions. The worst case occurs when the array is sorted in reverse order. So the worst case time complexity of insertion sort is O(n2).

**QuickSort:**

Like Merge Sort, QuickSort is a Divide and Conquer algorithm. It picks an element as pivot and partitions the given array around the picked pivot. There are many different versions of quickSort that pick pivot in different ways.

**Always pick first element as pivot.**

**Always pick last element as pivot (implemented below)**

**Pick a random element as pivot.**

**Pick median as pivot.**

The key process in quickSort is partition(). Target of partitions is, given an array and an element x of array as pivot, put x at its correct position in sorted array and put all smaller elements (smaller than x) before x, and put all greater elements (greater than x) after x. All this should be done in linear time.

quickSort(arr[], low, high)

{

if (low < high)

{

/\* pi is partitioning index, arr[pi] is now

at right place \*/

pi = partition(arr, low, high);

quickSort(arr, low, pi - 1); // Before pi

quickSort(arr, pi + 1, high); // After pi

}

}

int partition (int arr[], int low, int high)

{

int pivot = arr[high]; // pivot

int i = (low - 1); // Index of smaller element

for (int j = low; j <= high- 1; j++)

{

// If current element is smaller than or

// equal to pivot

if (arr[j] <= pivot)

{

i++; // increment index of smaller element

swap(&arr[i], &arr[j]);

}

}

swap(&arr[i + 1], &arr[high]);

return (i + 1);

}

**Quick Sort Time Complexity:**

**Analysis of QuickSort**

Time taken by QuickSort in general can be written as following.

**T(n) = T(k) + T(n-k-1) + theta(n)**

The first two terms are for two recursive calls, the last term is for the partition process. k is the number of elements which are smaller than pivot.

The time taken by QuickSort depends upon the input array and partition strategy. Following are three cases.

**Worst Case:** The worst case occurs when the partition process always picks greatest or smallest element as pivot. If we consider above partition strategy where last element is always picked as pivot, the worst case would occur when the array is already sorted in increasing or decreasing order. Following is recurrence for worst case.

T(n) = T(0) + T(n-1) + theta(n)

which is equivalent to

T(n) = T(n-1) + theta(n)

The solution of above recurrence is theta(n2).

**Best Case:** The best case occurs when the partition process always picks the middle element as pivot. Following is recurrence for best case.

T(n) = 2T(n/2) + theta(n)

The solution of above recurrence is theta(nLogn). It can be solved using case 2 of Master Theorem.

**Quick sort:**

Why Quick Sort is preferred over Merge Sort for sorting Arrays

Quick Sort in its general form is an in-place sort (i.e. it doesn’t require any extra storage) whereas merge sort requires O(N) extra storage, N denoting the array size which may be quite expensive. Allocating and de-allocating the extra space used for merge sort increases the running time of the algorithm. Comparing average complexity we find that both type of sorts have O(NlogN) average complexity but the constants differ. For arrays, merge sort loses due to the use of extra O(N) storage space.

Most practical implementations of Quick Sort use randomized version. The randomized version has expected time complexity of O(nLogn). The worst case is possible in randomized version also, but worst case doesn’t occur for a particular pattern (like sorted array) and randomized Quick Sort works well in practice.

Quick Sort is also a cache friendly sorting algorithm as it has good locality of reference when used for arrays.

**Tail Quick Sort:**

In QuickSort, partition function is in-place, but we need extra space for recursive function calls. A simple implementation of QuickSort makes two calls to itself and in worst case requires O(n) space on function call stack.

The worst case happens when the selected pivot always divides the array such that one part has 0 elements and other part has n-1 elements.

**Can we reduce the auxiliary space for function call stack?**

We can limit the auxiliary space to O(Log n). The idea is based on tail call elimination. As seen in the previous post, we can convert the code so that it makes one recursive call. For example, in the below code, we have converted the above code to use a while loop and have reduced the number of recursive calls.

**void quicksort(int \*arr,int l,int r)**

{

if(arr==NULL)

{

printf("The arr passed as pointer to this function is NULL\n");

exit(EXIT\_FAILURE);

}

if(l>r)

{

return;

}

while(l<=r)

{

int pivot\_index=return\_partition\_index(arr,l,r);

quicksort(arr,l,pivot\_index-1);

l=pivot\_index+1;

}

}

however, Although we have reduced number of recursive calls, the above code can still use O(n) auxiliary space in worst case. In worst case, it is possible that array is divided in a way that the first part always has n-1 elements. For example, this may happen when last element is chooses as pivot and array is sorted in decreasing order.

**We can optimize the above code to make a recursive call only for the smaller part after partition. Below is implementation of this idea.**

Although we have reduced number of recursive calls, the above code can still use O(n) auxiliary space in worst case. In worst case, it is possible that array is divided in a way that the first part always has n-1 elements. For example, this may happen when last element is chooses as pivot and array is sorted in decreasing order.

/\* This QuickSort requires O(Log n) auxiliary space in

worst case. \*/

void quickSort(int arr[], int low, int high)

{

while (low < high)

{

/\* pi is partitioning index, arr[p] is now

at right place \*/

int pi = partition(arr, low, high);

// If left part is smaller, then recur for left

// part and handle right part iteratively

if (pi - low < high - pi)

{

quickSort(arr, low, pi - 1);

low = pi + 1;

}

// Else recur for right part

else

{

quickSort(arr, pi + 1, high);

high = pi - 1;

}

}

}

**Hoare’s vs Lomuto partition scheme in QuickSort:  
  
Lomuto’s Partition Scheme**

partition(arr[], lo, hi)

pivot = arr[hi]

i = lo // place for swapping

for j := lo to hi – 1 do

if arr[j] <= pivot then

swap arr[i] with arr[j]

i = i + 1

swap arr[i] with arr[hi]

return I

**Implementation Of This Is Following:**

int partition (int arr[], int low, int high)

{

int pivot = arr[high]; // pivot

int i = (low - 1); // Index of smaller element

for (int j = low; j <= high- 1; j++)

{

// If current element is smaller than or

// equal to pivot

if (arr[j] <= pivot)

{

i++; // increment index of smaller element

swap(&arr[i], &arr[j]);

}

}

swap(&arr[i + 1], &arr[high]);

return (i + 1);

}

**Hoare’s Partition Scheme:**

partition(arr[], lo, hi)

pivot = arr[lo]

i = lo - 1 // Initialize left index

j = hi + 1 // Initialize right index

// Find a value in left side greater

// than pivot

do

i = i + 1

while arr[i] < pivot

// Find a value in right side smaller

// than pivot

do

j = j - 1

while arr[i] > pivot

if i >= j then

return j

swap arr[i] with arr[j]

int partition(int arr[], int low, int high)

{

int pivot = arr[low];

int i = low - 1, j = high + 1;

while (true)

{

// Find leftmost element greater than

// or equal to pivot

do

{

i++;

} while (arr[i] < pivot);

// Find rightmost element smaller than

// or equal to pivot

do

{

j--;

} while (arr[j] > pivot);

// If two pointers met.

if (i >= j)

return j;

swap(arr[i], arr[j]);

}

}

Hoare’s scheme is more efficient than Lomuto’s partition scheme because it does three times fewer swaps on average, and it creates efficient partitions even when all values are equal.

Like Lomuto’s partition scheme, Hoare partitioning also causes Quicksort to degrade to O(n^2) when the input array is already sorted, it also doesn’t produce a stable sort.

Note that in this scheme, the pivot’s final location is not necessarily at the index that was returned, and the next two segments that the main algorithm recurs on are (lo..p) and (p+1..hi) as opposed to (lo..p-1) and (p+1..hi) as in Lomuto’s scheme.

I.e. So, Hoare’s partition scheme calls quicksort recursively for lo..p and p+1…hi

And,Lomuto’s for (lo..p-1) and (p+1..hi)

**Why Merge Sort Is Preferred Over Quick Sort In Case Of Linked List:**

In case of linked lists the case is different mainly due to difference in memory allocation of arrays and linked lists. Unlike arrays, linked list nodes may not be adjacent in memory. Unlike array, in linked list, we can insert items in the middle in O(1) extra space and O(1) time. Therefore merge operation of merge sort can be implemented without extra space for linked lists.

In arrays, we can do random access as elements are continuous in memory. Let us say we have an integer (4-byte) array A and let the address of A[0] be x then to access A[i], we can directly access the memory at (x + i\*4). Unlike arrays, we can not do random access in linked list. Quick Sort requires a lot of this kind of access. In linked list to access i’th index, we have to travel each and every node from the head to i’th node as we don’t have continuous block of memory. Therefore, the overhead increases for quick sort. Merge sort accesses data sequentially and the need of random access is low.

**Merge Sort:**

I remember the solution. I remember the recurrence relation. From recurrence relation, I can prove the time complexity using Master’s algorithm.

**Heap Sort:**

void MaxHeap::max\_heapify(int i)

{

int largest=arr[i];

int largest\_index=i;

if(2\*i+1<size && arr[2\*i+1]>largest)

{

largest=arr[2\*i+1];

largest\_index=2\*i+1;

}

if(2\*i+2<size && arr[2\*i+2]>largest)

{

largest=arr[2\*i+2];

largest\_index=2\*i+2;

}

if(largest!=arr[i])

{

int temp=arr[i];

arr[i]=arr[largest\_index];

arr[largest\_index]=temp;

max\_heapify(largest\_index);

}

}

void MaxHeap::build\_max\_heap()

{

int index=(size-1)>>1;

//last level nodes already follow the max heap property

for(;index>=0;index--)

{

max\_heapify(index);

}

//this I know

}

void MaxHeap::heap\_sort()

{

build\_max\_heap();

int sizeval=size;

for(int i=size-1;i>=1;i--)

{

//now, after build\_heapify the maximum element is at the root

swap(arr[0],arr[i]);

size--;

max\_heapify(0);

}

size=sizeval;

}

First, build\_max\_heap should be done. After that, heap sort will be called. Otherwise, heap\_sort can internally first calls build\_max\_heap()

The HEAPSORT procedure takes time O(n lg n), since the call to BUILD-MAXHEAP

takes time O(n) and each of the n 1 calls to MAX-HEAPIFY takes

time O(lg n)

**Where Is Heap Sort Used Practically?**

Although QuickSort works better in practice, the advantage of HeapSort worst case upper bound of O(nLogn).

MergeSort also has upper bound as O(nLogn) and works better in practice when compared to HeapSort. But MergeSort requires O(n) extra space

HeapSort is not used much in practice, but can be useful in real time (or time bound where QuickSort doesn’t fit) embedded systems where less space is available (MergeSort doesn’t fit)

**Selection Sort:**

/\* a[0] to a[n-1] is the array to sort \*/

int i,j;

int n;

/\* advance the position through the entire array \*/

/\* (could do j < n-1 because single element is also min element) \*/

for (j = 0; j < n-1; j++)

{

/\* find the min element in the unsorted a[j .. n-1] \*/

/\* assume the min is the first element \*/

int iMin = a[j];

/\* test against elements after j to find the smallest \*/

for (i = j+1; i < n; i++)

{

/\* if this element is less, then it is the new minimum \*/

if (a[i] < a[iMin])

{

/\* found new minimum; remember its index \*/

iMin = i;

}

}

if (iMin != j)

{

swap(a[j], a[iMin]);

}

}

**Which Sort Makes Less Number Of Writes In Memory? (Among the known ones, selection sort**

Minimizing the number of writes is useful when making writes to some huge data set is very expensive, such as with EEPROMs or Flash memory, where each write reduces the lifespan of the memory.

Among the sorting algorithms that we generally study in our data structure and algorithm courses, Selection Sort makes least number of writes (it makes O(n) swaps). But, Cycle Sort almost always makes less number of writes compared to Selection Sort. In Cycle Sort, each value is either written zero times, if it’s already in its correct position, or written one time to its correct position. This matches the minimal number of overwrites required for a completed in-place sort.

**Counting Sort:**

// C Program for counting sort

#include <stdio.h>

#include <string.h>

#define RANGE 255

// The main function that sort the given string arr[] in

// alphabatical order

void countSort(char arr[])

{

// The output character array that will have sorted arr

char output[strlen(arr)];

// Create a count array to store count of inidividul

// characters and initialize count array as 0

int count[RANGE + 1], i;

memset(count, 0, sizeof(count));

//this will take θ(k) where K is range+1

// Store count of each character

for(i = 0; arr[i]; ++i)

++count[arr[i]];

//this will take θ(n)

// Change count[i] so that count[i] now contains actual

// position of this character in output array

for (i = 1; i <= RANGE; ++i)

count[i] += count[i-1];

///this will take θ(k) where K is range+1 (actually, here, count[0] is not so important

// Build the output character array

for (i = 0; arr[i]; ++i)

{

output[count[arr[i]]-1] = arr[i];

**//cumulative counting**

**//0 indexing**

--count[arr[i]];

}

//final loop again takes θ(n)

// Copy the output array to arr, so that arr now

// contains sorted0 characters

for (i = 0; arr[i]; ++i)

arr[i] = output[i];

}

So, θ(n+k) combined. Now, Since, we usually do counting sort when k=n. An important property of counting sort is that it is stable: numbers with the same

value appear in the output array in the same order as they do in the input array. That

is, it breaks ties between two numbers by the rule that whichever number appears

first in the input array appears first in the output array. Normally, the property of

stability is important only when satellite data are carried around with the element

being sorted. Counting sort’s stability is important for another reason: counting

sort is often used as a subroutine in radix sort. As we shall see in the next section,

in order for radix sort to work correctly, counting sort must be stable.

**Radix Sort:**

RADIX-SORT: (A, d)

1 for i =1 to d

2 use a stable sort to sort array A on digit i

**// Driver program to test above function**

int main()

{

char arr[] = "geeksforgeeks";//"applepp";

countSort(arr);

printf("Sorted character array is %sn", arr);

return 0;

}

**This is easy.**

//but, cumulative count maintaining is important.

**Bucket Sort:**

Bucket sort is mainly useful when input is uniformly distributed over a range. For example, consider the following problem.

Sort a large set of floating point numbers which are in range from 0.0 to 1.0 and are uniformly distributed across the range. How do we sort the numbers efficiently?

A simple way is to apply a comparison based sorting algorithm. The lower bound for Comparison based sorting algorithm (Merge Sort, Heap Sort, Quick-Sort .. etc) is Ω(n Log n), i.e., they cannot do better than nLogn.

Can we sort the array in linear time? Counting sort can not be applied here as we use keys as index in counting sort. Here keys are floating point numbers.

The idea is to use bucket sort. Following is bucket algorithm.

**bucketSort(arr[], n)**

**1) Create n empty buckets (Or lists).**

**2) Do following for every array element arr[i].**

**.......a) Insert arr[i] into bucket[n\*array[i]]**

**3) Sort individual buckets using insertion sort.**

**4) Concatenate all sorted buckets.**

void bucketSort(float arr[], int n)

{

**// 1) Create n empty buckets**

vector<float> b[n];

**// 2) Put array elements in different buckets**

for (int i=0; i<n; i++)

{

int bi = n\*arr[i]; // Index in bucket

b[bi].push\_back(arr[i]);

}

**// 3) Sort individual buckets**

for (int i=0; i<n; i++)

sort(b[i].begin(), b[i].end());

**// 4) Concatenate all buckets into arr[]**

int index = 0;

for (int i = 0; i < n; i++)

for (int j = 0; j < b[i].size(); j++)

arr[index++] = b[i][j];

}

**Time Complexity:**Since, the insertion sort runs in a quadratic time, the running time of bucket sort is:
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We now analyze the average case running time of bucket sort, by computing the expected value of running time, (and how are we going to take the expectation over the input distribution. Taking expectations of both time and using linearity of expectation), we have:
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Now, Using linearity of Expectation, this becomes:
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Or,

![](data:image/x-wmf;base64,183GmgAAAAAAAIgUrwTsCQAAAADaTgEACQAAA2kCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASgEhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9gEgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THZwdYAp/v///74YCssAAAoA8EBbAgQAAAAtAQAACAAAADIK2QKZCgEAAADlFhwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA8PtMdnB1gCn+////qCQK6wAACgCQQFsCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAPwsBAAAALQAIAAAAMgrvAxILAQAAAD0pHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADw+0x2cHWAKf7///++GArMAAAKADBAWwIEAAAALQEAAAQAAADwAQEACAAAADIKgAJ2CQEAAAArAAgAAAAyCoACSgUBAAAAPQAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6gkCuwAAAoAkENbAgQAAAAtAQEABAAAAPABAAAIAAAAMgr6AK4LAQAAADF5CAAAADIK7wOWCwEAAAAweQgAAAAyCrgBsRABAAAAMgAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///74YCs0AAAoAsENbAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAlgRAgAAAF0pCAAAADIKgAL7DgEAAABbAAgAAAAyCoACew0BAAAAKAAIAAAAMgqAAqoIAQAAACkpCAAAADIKgAJaBwEAAAAoAAgAAAAyCoAC+gMCAAAAKV0IAAAAMgqAAqoCAQAAAChLCAAAADIKgAIwAQEAAABbHxwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////qCQK7QAACgBwQlsCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAwQoBAAAAbksIAAAAMgrvA8IKAQAAAGkpCAAAADIK4AJJEAEAAABpKRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////vhgKzgAACgDQQFsCBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAChQ8BAAAAbl0IAAAAMgqAAhEOAQAAAEUpCAAAADIKgAJbDAEAAABPXQgAAAAyCoAC5AcBAAAAbnkIAAAAMgqAAjQDAQAAAG4pCAAAADIKgAKiAQEAAABUHwgAAAAyCoACRgABAAAARXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAPD7THZwdYAp/v///6gkCu4AAAoA0EFbAgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAl4GAQAAAHFdCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AVLQAigUAAAoAhBZmVLQAigUAAAAAWNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

We claim that, ![](data:image/x-wmf;base64,183GmgAAAAAAAOwJRQTsCQAAAABUUwEACQAAA5MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMACRIAAAAmBg8AGgD/////AAAQAAAAwP///7j////ACAAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsUHBQAAABMCAAKzCBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////picKAgAACgDgdXsCBAAAAC0BAQAIAAAAMgqMA98HAQAAAG4ACAAAADIKYAK6AQEAAABuAAgAAAAyCmACRgABAAAARXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xoQCuMAAAoAQHZ7AgQAAAAtAQIABAAAAPABAQAIAAAAMgrAAn4CAQAAAGkAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+mJwoDAAAKAOB1ewIEAAAALQEBAAQAAADwAQIACAAAADIKbgHcBwEAAAAxAAgAAAAyCmAClwUBAAAAMgAIAAAAMgpgAo0DAQAAAF0ACAAAADIKYAIwAQEAAABbABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////GhAK5AAACgDAd3sCBAAAAC0BAgAEAAAA8AEBAAgAAAAyCpgB5gIBAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THbs3lKT/v///6YnCgQAAAoAAHV7AgQAAAAtAQEABAAAAPABAgAIAAAAMgpgAp8GAQAAAC0ACAAAADIKYAJfBAEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAS0AIoFAAAKAHUkZgS0AIoFAgAAAFjZGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)

For I=0,1,……n-1. It is no surprise that each bucket I has the same value of ![](data:image/x-wmf;base64,183GmgAAAAAAAK8EwQLsCQAAAACTWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7P///8ABAAAMwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0wRCjUAAAoAQERXAgQAAAAtAQAACAAAADIKwAGNAwEAAABdIggAAAAyCsABMAEBAAAAW/kcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xsiCj4AAAoAwERXAgQAAAAtAQEABAAAAPABAAAIAAAAMgr4AOYCAQAAADJqHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9MEQo2AAAKAOBEVwIEAAAALQEAAAQAAADwAQEACAAAADIKIAJ+AgEAAABpIhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////GyIKPwAACgDgQ1cCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABugEBAAAAbgAIAAAAMgrAAUYAAQAAAEVqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AQbQAigUAAAoA/w1mQbQAigUAAAAAWNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Since, each value in the input array A is equally likely to fall in any bucket. To prove equation ![](data:image/x-wmf;base64,183GmgAAAAAAAOwJRQTsCQAAAABUUwEACQAAA5MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMACRIAAAAmBg8AGgD/////AAAQAAAAwP///7j////ACAAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsUHBQAAABMCAAKzCBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////BRcKagAACgAodGICBAAAAC0BAQAIAAAAMgqMA98HAQAAAG55CAAAADIKYAK6AQEAAABuFwgAAAAyCmACRgABAAAARXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+wmCqwAAAoAaHFiAgQAAAAtAQIABAAAAPABAQAIAAAAMgrAAn4CAQAAAGn4HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8FFwprAAAKAIhyYgIEAAAALQEBAAQAAADwAQIACAAAADIKbgHcBwEAAAAxpAgAAAAyCmAClwUBAAAAMvgIAAAAMgpgAo0DAQAAAF0XCAAAADIKYAIwAQEAAABbeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////7CYKrQAACgCocGICBAAAAC0BAgAEAAAA8AEBAAgAAAAyCpgB5gIBAAAAMqQcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THap/dr3/v///wUXCmwAAAoAiHJiAgQAAAAtAQEABAAAAPABAgAIAAAAMgpgAp8GAQAAAC34CAAAADIKYAJfBAEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAIy0AIoFAAAKAPskZoy0AIoFAgAAAFjZGQAEAAAALQECAAQAAADwAQEAAwAAAAAA), we define indicator random variables:
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For i=0,1,2,…..n-1 and j=1,2,…n

Thus, ![](data:image/x-wmf;base64,183GmgAAAAAAACEI0gTsCQAAAAAOUgEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYARgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7H///8gBwAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THY7mF2Z/v///+wmChcAAAoAIFqDAgQAAAAtAQAACAAAADIK2QIHAwEAAADlABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA8PtMdjuYXZn+////+hIKkAAACgAAWoMCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8DrQMBAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THY7mF2Z/v///+wmChgAAAoAYFeDAgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAtIBAQAAAD1+HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////6EgqRAAAKAABbgwIEAAAALQEBAAQAAADwAQAACAAAADIK+gCbAwEAAABuSwgAAAAyCu8DWQMBAAAAankIAAAAMgr1AqMGAQAAAGp5CAAAADIK4AISBgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////7CYKGQAACgBgWoMCBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAC8wQBAAAAWCQIAAAAMgqAAjoAAgAAAG5pHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////6EgqSAAAKACBZgwIEAAAALQEBAAQAAADwAQAACAAAADIK7wMcBAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAH20AIoFAAAKAJgQZn20AIoFAAAAAFjZGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

To compute the ![](data:image/x-wmf;base64,183GmgAAAAAAANIEwQLsCQAAAADuWAEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgBBIAAAAmBg8AGgD/////AAAQAAAAwP///7P///8gBAAAMwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///78jCsMAAAoAMF11AgQAAAAtAQAACAAAADIKwAGhAwEAAABdAAgAAAAyCsABMAEBAAAAWwAcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///1kTCrsAAAoAUFx1AgQAAAAtAQEABAAAAPABAAAIAAAAMgowAf8CAQAAADIAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+/IwrEAAAKADBddQIEAAAALQEAAAQAAADwAQEACAAAADIKIAJ+AgEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////WRMKvAAACgCwXXUCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABugEBAAAAbiMIAAAAMgrAAUYAAQAAAEUACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ALbQAigUAAAoAdBJmLbQAigUAAAAAWNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), we need to expand the square and regroup terms:
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=![](data:image/x-wmf;base64,183GmgAAAAAAAA0S0gTsCQAAAAAiSAEACQAAA0UCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYARgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///8gEAAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///80UCoEAAAoAaFJ8AgQAAAAtAQAACAAAADIKgAKnDwEAAABdAAgAAAAyCoACMAEBAAAAW7McAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+QGCp4AAAoAyFN8AgQAAAAtAQEABAAAAPABAAAIAAAAMgrvA8wCAQAAADHhCAAAADIK7wOUCAEAAAAx4QgAAAAyCu8DYQoBAAAAMRQIAAAAMgq4AW0FAQAAADIUHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////NFAqCAAAKAOhTfAIEAAAALQEAAAQAAADwAQEACAAAADIKgALqDgIAAABqawgAAAAyCvoASwIBAAAAbhQIAAAAMgrvAwkCAQAAAGp5CAAAADIK+gATCAEAAABuFAgAAAAyCu8D0QcBAAAAamsIAAAAMgoFA3kNAQAAAGp5CAAAADIK4ALoDAEAAABpeQgAAAAyCvoA3gkBAAAAbhQIAAAAMgrvA3EJAQAAAGtrCAAAADIK4ALCBAIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////5AYKnwAACgAIU3wCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACAA4BAAAAWGoIAAAAMgqAAskLAQAAAFhqCAAAADIKgAKjAwEAAABY6wgAAAAyCoACRgABAAAARXkcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THZ9C0Ig/v///80UCoMAAAoACFZ8AgQAAAAtAQAABAAAAPABAQAIAAAAMgrZArcBAQAAAOVqCAAAADIK2QJ/BwEAAADlaggAAAAyCtkCSgkBAAAA5WocAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THZ9C0Ig/v///+QGCqAAAAoACFR8AgQAAAAtAQEABAAAAPABAAAIAAAAMgrvA10CAQAAAD15CAAAADIK7wMlCAEAAAA9aggAAAAyCu8D8gkBAAAAPWocAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THZ9C0Ig/v///80UCoQAAAoACFN8AgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAlwGAQAAACtqCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AIbQAigUAAAoA8A9mIbQAigUBAAAAWNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

=![](data:image/x-wmf;base64,183GmgAAAAAAAFIa9gTsCQAAAABZQAEACQAAA4YCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATgFxIAAAAmBg8AGgD/////AAAQAAAAwP///6X///+gFwAAJQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THb9qZFT/v///2olCmYAAAoAiNuMAgQAAAAtAQAACAAAADIK+QI3AAEAAADlAAgAAAAyCvkC8AgBAAAA5fAIAAAAMgr5AmkMAQAAAOUAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADw+0x2/amRU/7////TEgqBAAAKAOjcjAIEAAAALQEBAAQAAADwAQAACAAAADIKDwTdAAEAAAA9awgAAAAyCg8E5wkCAAAAPD0IAAAAMgoPBGwIAgAAADw9CAAAADIKDwRiDQIAAAA8PQgAAAAyCg8E4wsCAAAAPD0cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THb9qZFT/v///2olCmcAAAoASNqMAgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAgYVAQAAALk9CAAAADIKoAL3BgEAAAArIRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////0xIKggAACgBo3IwCBAAAAC0BAQAEAAAA8AEAAAgAAAAyChoBywABAAAAbgAIAAAAMgoPBIkAAQAAAGohCAAAADIKDwTpCgEAAABuAAgAAAAyCg8ElwkBAAAAaj0IAAAAMgoPBGQOAQAAAG4ACAAAADIKDwTlDAEAAABrawgAAAAyCqACJxICAAAAaWsIAAAAMgqgAr8QAgAAAGlqHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9qJQpoAAAKAOjajAIEAAAALQEAAAQAAADwAQEACAAAADIKoAJEFgEAAABrAAgAAAAyCqACKBQBAAAAamsIAAAAMgqgAj0RAQAAAFhrCAAAADIKoALVDwEAAABYawgAAAAyCqACQw4BAAAARQAJAAAAMgqgAqMDAwAAAFhpav8IAAAAMgqgAhECAQAAAEX1HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////TEgqDAAAKAKjdjAIEAAAALQEBAAQAAADwAQAACAAAADIKDwRMAQEAAAAxAAgAAAAyCg8EBwgBAAAAMQAIAAAAMgoPBH4LAQAAADFqHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9qJQppAAAKAIjbjAIEAAAALQEAAAQAAADwAQEACAAAADIKoAIQFwEAAAApawgAAAAyCqACVhMBAAAAKGkIAAAAMgqgAuQSAQAAAF09CAAAADIKoAItDwEAAABbIQgAAAAyCqAC7wUBAAAAMj0IAAAAMgqgAncFAQAAAF1pCAAAADIKoAL7AgEAAABbaQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAe0AIoFAAAKAFIhZge0AIoFAQAAAFjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Where, the last line follows by linearity of expectation, We evaluate the two summations separately. Indicator random variable Xij is 1 with probability ![](data:image/x-wmf;base64,183GmgAAAAAAAKcBRQTsCQAAAAAfWwEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9AAQAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIuARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////GBQKpwAACgAQa5ACBAAAAC0BAQAIAAAAMgqMA1oAAQAAAG4AHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///+PDwqRAAAKALBtkAIEAAAALQECAAQAAADwAQEACAAAADIKbgFXAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAJG0AIoFAAAKACsAZpG0AIoFAQAAAFjZGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA)and 0 otherwise. And therefore:

![](data:image/x-wmf;base64,183GmgAAAAAAADkRRQTsCQAAAACBSwEACQAAAxECAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOgDxIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gDwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAswHBQAAABMCAAK6CAUAAAAUAgAC6A0FAAAAEwIAAtYOHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8nJwreAAAKAGCWYgIEAAAALQEBAAgAAAAyCmAC6A4BAAAAKQAIAAAAMgpuAf8NAQAAADF5CAAAADIKYALYCwEAAAAxeQgAAAAyCmACeAsBAAAAKAAIAAAAMgpgArgKAQAAADAACAAAADIKYALMCAEAAAApAAgAAAAyCm4B4wcBAAAAMQAIAAAAMgpgAjwHAQAAAChqCAAAADIKYALYBQEAAAAxAAgAAAAyCmAC+AMBAAAAXQAIAAAAMgpgAjABAQAAAFsAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8RKArVAAAKAICVYgIEAAAALQECAAQAAADwAQEACAAAADIKtAGVBgEAAAAy9RwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////JycK3wAACgBAk2ICBAAAAC0BAQAEAAAA8AECAAgAAAAyCrQBbgMBAAAAMnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xEoCtYAAAoAgJNiAgQAAAAtAQIABAAAAPABAQAIAAAAMgqMAwIOAQAAAG4ACAAAADIKjAPmBwEAAABuAAgAAAAyCmAC2AEBAAAAWAAIAAAAMgpgAkYAAQAAAEUAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///8nJwrgAAAKAGCWYgIEAAAALQEBAAQAAADwAQIACAAAADIKYALCAgIAAABpahwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA8PtMdv/7PJP+////ESgK1wAACgCAlWICBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACwgwBAAAALQAIAAAAMgpgApgJAQAAACv1CAAAADIKYALKBAEAAAA99QoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAIK0AIoFAAAKAMIiZoK0AIoFAQAAABj1GQAEAAAALQEBAAQAAADwAQIAAwAAAAAA)
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Where, ![](data:image/x-wmf;base64,183GmgAAAAAAAP8DNALsCQAAAAA2XwEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///80JCoQAAAoAQF1kAgQAAAAtAQAACAAAADIKYAHsAgEAAABqAAgAAAAyCmABOgABAAAAawAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THY8KdKF/v///3wXCiEAAAoAYF1kAgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAWYBAQAAALkACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0ABrQAigUAAAoAOxJmBrQAigUAAAAAWNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), the variables ![](data:image/x-wmf;base64,183GmgAAAAAAADQCEQLsCQAAAADYXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAApgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///5EjCvYAAAoAyJpaAgQAAAAtAQAACAAAADIKYAFCAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////AiAKzwAACgBom1oCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABWAABAAAAWGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQArtACKBQAACgCJGGYrtACKBQAAAABY2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) and Xik are independent

Hence,
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Now, replace those values in the equation.
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=![](data:image/x-wmf;base64,183GmgAAAAAAAIoM4wbsCQAAAACUVAEACQAAA5kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAZgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6j///8gCwAA6AUAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIQAj4CBQAAABMCEAIsAwUAAAAUAhACXAkFAAAAEwIQAgwLHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////NGQpvAAAKALCjcAIEAAAALQEBAAgAAAAyCvcCVwoBAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///4cgCi4AAAoA8KVwAgQAAAAtAQIABAAAAPABAQAIAAAAMgp+AdQJAQAAADEACAAAADIKcAKiCAEAAAApAAgAAAAyCnACAAgBAAAAMXkIAAAAMgpwAnIFAQAAACh5CAAAADIKfgFVAgEAAAAxeQgAAAAyCnAChAEBAAAAKXkIAAAAMgpwAjQAAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////NGQpwAAAKAJClcAIEAAAALQEBAAQAAADwAQIACAAAADIKowN2CQEAAABupAgAAAAyCnAC/AUBAAAAbksIAAAAMgpwAqwEAQAAAG55CAAAADIKnANYAgEAAABu+AgAAAAyCnACvgABAAAAbgAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAPD7THbZrQPs/v///4cgCi8AAAoAUKVwAgQAAAAtAQIABAAAAPABAQAIAAAAMgpwAgoHAQAAAC0XCAAAADIKcAKGAwEAAAAreQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAGq0AIoFAAAKAHQkZmq0AIoFAQAAAFjZGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

=2-![](data:image/x-wmf;base64,183GmgAAAAAAAKcBRQTsCQAAAAAfWwEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9AAQAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIuARwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////wg0KHwAACgBgcFQCBAAAAC0BAQAIAAAAMgqMA1oAAQAAAG4THAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///95GAqVAAAKAMBxVAIEAAAALQECAAQAAADwAQEACAAAADIKbgFXAAEAAAAxAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAKC0AIoFAAAKAPoIZqC0AIoFAQAAAFjZGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

So, ![](data:image/x-wmf;base64,183GmgAAAAAAAF0NRQTsCQAAAADlVwEACQAAA4cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gCwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAt4KBQAAABMCAALMCxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////URQKQgAACgDAc1QCBAAAAC0BAQAIAAAAMgqMA/gKAQAAAG55CAAAADIKYAL4BQEAAABueQgAAAAyCmACtAEBAAAAbnkIAAAAMgpgAiIAAQAAAFR5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///87JQrcAAAKAGBzVAIEAAAALQECAAQAAADwAQEACAAAADIKbgH1CgEAAAAxeQgAAAAyCmACsAgBAAAAMnkIAAAAMgpgAr4GAQAAACl5CAAAADIKYAJuBQEAAAAoNQgAAAAyCmACegIBAAAAKTUIAAAAMgpgAioBAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAADw+0x2cUJf1v7///9RFApDAAAKAMB0VAIEAAAALQEBAAQAAADwAQIACAAAADIKYAK4CQEAAAAteQgAAAAyCmACigcBAAAAK3kIAAAAMgpgAl4DAQAAAD15HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAADw+0x2cUJf1v7///87JQrdAAAKAAB2VAIEAAAALQECAAQAAADwAQEACAAAADIKYAJyBAEAAABxNQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABm0AIoFAAAKAMwXZhm0AIoFAQAAAFjZGQAEAAAALQEBAAQAAADwAQIAAwAAAAAA) (proved)