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Advanced Data

* Debate the theory and application of neural networks
* Analyse a set of requirements to determine the type of neural network for a problemset. Document and justify choices made to stakeholders and peers
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**CNN’s for Image Classification**

Image classification is a hot topic within data science that has been researched thoroughly in artificial intelligence.

Kayed *et al.* (2020) demonstrated image classification with machine learning and deep learning models, where the SVC reached a test accuracy of 89.70% and the deep learning CNN models reached 98.80%. (Kayed, Anter and Mohamed, 2020)

Image classification is an important tool within many industries such as medical and fashion. Classification within the fashion industry is challenging due to a multitude of clothes categories and depth of clothes properties, which can result in labels having similar features making it difficult to distinguish accurately.

* Clothes can be distorted by lengths
* Some garments have a small size
* Images can have different angles, lights and noise which changes peresepctive
* Garment can have similar features tights vs trousers, heel boot vs heels etc
* Images can be the individual item or item on a model, or item on a hanger

(Kayed, Anter and Mohamed, 2020)

The CNN architectures that have been used in deep learning include LeNet, Alex Net, Google Net, VGG Net and Res Net. (Kayed, Anter and Mohamed, 2020)

*CNN’s are a class of deep feed-forward artificial neural networks which is used mainly for image processing, classification, segmentation and others.* There are three types of layers, convolutional, pooling, and fully-connected. Three main concepts of CNNs are the local receptive areas, weights sharing and down sampling process. Confusion matrix was used to compare to other modesl. Other metrics include the kappa coefficient, informedness, mean square error, sensitivity, specificity and confusion metrics.(Kayed, Anter and Mohamed, 2020)

CNNs have demonstrated exceptional performance relating to domains of computer vision and image processing. *Some of the exciting application areas of CNN include Image Classification and Segmentation, Object Detection, Video Processing, Natural Language Processing, and Speech Recognition.* CNN has multiple feature extraction stages. Improvements in CNNs are continuously studied applying innovative techniques such as *exploiting spatial and channel information, depth and width of the architecture and multi-path information processing*. (Khan *et al.*, 2020)

CNNs have become a popular deep learning method due to its ability to *exploit spatial or temporal correlation* in data. It has three main layers, convolutional layers, non-linear processing units and subsampling layers. CNN has gained popularity due to the feaure extraction ability which resembles that of the neocortex in a human brain. CNN can learn through backpropagation algorithm. Innovations within CNNs are mainly around the restricting of processing units and designing new blocks. Layers 🡪 convolutional layer contains convolutional kernals where the neurons act as a kernal. It becomes a correlation operation when a kernal is symmetric. Receptive fields are small slices of the image by the convolutional kernal. Pooling layer etracts the feature motifs form the convolution layer and sums up information to determine a reasons. Most important theat the position relative to other features is maintained rather than the exact location. Pooling formulations can be utilised. Reducing the feature map ize can help reduce overfitting within the model. Activation function learns patterns and provides a decision. Changes to the function can help accelerate the learning. Batch Normalization this is to support internal covariance shift in the feature maps. It unifies and improves generalization. Dropout is provided to improve generalization as a regularization function. It reduces overfitting, by randomly skipping over some connections. Fully connected layer is at the end and extracts info from feature extraction and analyses the outputs of the layers.(Khan *et al.*, 2020)

Two concerns with deep learning architectures are the high computational cost and memory requirement which is limitations of deep CNN models mainly due to the high multitude of multiplication that occur at the convolution operation level. Paper discuss strengths and gaps. (Khan *et al.*, 2020)

Hadoop an open source software framework. Two layers, the storage layer which is called Hadoop Distributed File System (HDFS) and second layer which is processing layer called MapReduce.

Apace spark is a cluster computing technology framework. Apache Spark has cluster and resource managers that need to be added.

Hadoop is limited to batch data while Spark can also do real time data. Spark is an application framework that supports Hadoop but doesn’t replace it.

<https://medium.com/@chandu_22532/apache-hadoop-vs-apache-spark-e584fe2616f9>

Hadoop and Apache Sparj are open-source software for big data processing. Hadoop works by utilising the combined effort of many computers. Two main elements are HDFS and MapReduce. The HDFS is machine where hardware can fail. HDFS is suitable for batch processing. Benefits of HFDS are the compatibility with operating systems and use across hardwares. Spark introduced to increase speed of processing compared to Hadoop. Spark processes the data in RAM whereas Hadoop reads and writes files on disk. RAM is faster at processing due to the solid-state technology and being closer to the CPU.

<https://towardsdatascience.com/hadoop-vs-spark-overview-and-comparison-f62c99d0ee15>

**Introduction**

Machine learning (ML) is a form of artificial intelligence that utilises algorithms and statistical models to train a computer. Deep learning is a subset of ML which utilises neural networks to explore patterns and derive relationships within complex datasets. It closely resembles how the human brain learns and is utilised in tools we use everyday such as speech recognition, natural language processing. The neural network algorithms are based on the human brain and how it learns. to machine learning algorithms but contain many more layers which allow for the analysis of complex datasets.

Image classification is one of the many challenges that deep learning tools have been employed for particularly within medical imaging to identify diseases. Another industry is retail, where neural networks are utilised to categorise products in online stores. For example, ASOS a large online retailer could have almost 1000 new products per day which are then required to be sorted into over 100 different categories across product type, style, colour.

The main types of neural networks are Artificial Neural Networks (ANN), Convolution Neural Networks (CNN), Recurrent Neural Networks (RNN), Perceptron, Long Short Term Memory Networks and Radial Basis Functional Neural Networks.

**Literature Review**

Kadam *et al.* (2020), proposed five different CNN architectures for image classification. The architectures were varied through activation methods, dropout, learning rate , batch size and layers. A testing accuracy of 99.55% was obtained for the MNIST dataset and 93.56% for the Fashion MINST dataset.(Kadam, Adamuthe and Patil, 2020)

Kayed *et al.* (2020) proposed a CNN model with a LeNet-5 architecture that obtained an accuracy over 98%. The architecture contains five layers which are a combination of convolutional layers with 5x5 filters and pooling layers with 2x2 and a stride of 2. An additional fully connected layer was v

Kayed *et al.* (2020) demonstrated image classification with machine learning and deep learning models, where the SVC reached a test accuracy of 89.70% and the deep learning CNN models reached 98.80%. (Kayed, Anter and Mohamed, 2020)

Sharma *et al.* (2018) assessed the performance of the most popular CNN models, Alex Nets, GoogLeNet and ResNet50 across various image data sets for object detection in real world scenes. The objective was to assess the accuracy and prediction consistency of each CNN. It was concludes that the higher number of layers were favourable. (Sharma, Jain and Mishra, 2018)

Nocentini *et al.* (2022) proposed four different CNN models for image classification using the Fashion MNIST dataset. The models were varied and tuned with respect to batch size, kernal size, number of filters and fully connected layers. They obtained an accuracy of 94.09% with their MCNN15 model. (Nocentini *et al.*, 2022)