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*Abstract*—We recreate the study of statistical significance testing within the context of neural networks. This research was produced by Dennis Ulmer, Christian Hardmeier, and Jes Frellsen with a paper titled “Deep Significance – Easy and Meaningful Statistical Significance Testing in the Age of Neural Networks” ICLR (2022) *[1].* The authors comment on the lack of statistically rigorous testing within the rapidly expanding field of deep learning. To rectify this, they provide a Python package for implementing a novel and powerful significance test called *Almost Stochastic Order* (ASO).Here, we will revisit the ASO statistic and compare it to a variety of well-established significance tests across numerous scenarios to illustrate the usefulness of ASO and statistical testing in general under machine learning architectures including a simulation study using convolutional neural networks (CNNs) and multi-layer perceptrons (MLPs).

# INTRODUCTION

W

hen choosing between two different machine learning architectures, the industry standard uses a single

# Project Goals

## Data

## Analysis Topics

## Model Diagnostics

## Final Regression Model

## Additional Work

# Conclusion

Statistical significance testing in machine learning is an underused model comparison tool that can lead to more reliable model selection and strengthen ML research. We’ve
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