AI

Deep Learning

使用NVIDIA显卡的TensorFlow，需要准备一下工作：

1. 安装NVIDIA的Toolkit 8.0，链接见: <https://developer.nvidia.com/cuda-downloads>
2. 安装NVIDIA对应的补丁，见上述链接
3. 安装cuDNN v5.1，从对应的链接下载后(<https://developer.nvidia.com/cudnn>)，将文件进行解压，然后分别复制到C:\Program Files\NVIDIA GPU Computing Toolkit\CUDA\v8.0相应的文件夹下面即可，本次安装使用的是python3.6，在使用过程中发现cuDNN v6.0版本报DLL load failed的错误，使用cuDNN v5.1替换之后，TensorFlow可以正常运行。
4. 使用pip命令安装带有gpu版本的TensorFlow:

Pip install tensorflow -gpu

神经网络

神经网络是由一层一层构建的，那么每**层**究竟在做什么？

**数学式子**：![\vec{y}= a(W\cdot\vec{x} + {b})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHQAAAASCAYAAACKN/pgAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAEaUlEQVRoBe2Zi1WTMRSAWw4DIEwgblDYQNyAxwTKBnAcATcANxA2ACcQGQEnQLoBfl9MftI0f1v6sMAx54QkNzf3fW/yl+7Dw0PnpbRut7uDrLfIfPtSZF60nNjkE/Y4S3xW0uS5jwi+iYy9/84c8tQVtjlK0LEO1ZBGQTqwxPEYZ35ZIv+xrJdhqxjgG/JWwC6ARlCAJyzWGsDjZJ/pW3D7j6B/N0MuS63Z2Tg0ympkWn5P2AtlB7gw9RB+Wpw5B7ZLPwN+yDh1m9VWnN9FhotJBABX/dWpw5mt8gz7OtOAPxRhZAdRA1mnR+Itch/+p/S1kgew+5pswH7SdeaAzMBSYAzAS7xp19Cf2FY1+UbxBV+HGrhV2dm7dG+VybhmNC8lMzPBdlpk+A3OuwyvQ7RaYezrOTzODYqrCnxeoEXaymA8HiHoLbr3xt6hLYYcQXe+W7GctL1qheu8vO2z0GkDcOhMXOJyYk+ZL8pWMUi9ckYFo1VpJ2SoyrIwoo3gcE9FIt9ZD9Xspyg5Dhc+1n/vsx8R1/leZhwd0+bQPntNJkKrx1qlzdocLg1x59KivaT1ge51sE3XTudjjA7KVM3sNAP1k02+3pm5TlarrdVoBA1m99GQHh5GepshLW3iTtKs7c13Un4AGjpTOu8VLsqyXQgqTltTiXx/k7MX0LkDrhNT22+TISFMOkK7yXTmGvYztPeYe8cpzyKafG7UTeLwUme/PJKvBOvcdTO0D6LeV6D81SWRS3q1qUR142lAnenjJUWago4qKyX1oIRA5G8MzdJADBkK3OieiCa4ZnhwEGNbu8k2zMxwr6FD6/0G3Vrw9yrwtuBXh9zeG6zzQH4UCUHCqwmIL0YjvLpO8HmN8DKD/GZqXq/MLV8DL2rWKmMpG3rdiUtXbmn5cEqye4Zl+CTT0UNnazDOWNICvdp+CUs8Svgka84OvcJr58ALdsr3gJloRwVM2U9W+ZNSWKVDiY2R2qzFKVslukqUtG6LOqPbn/HMstR0xAm0DaxU7h1VqtYsce6VJTWUPuiodF6WajQaGLhWqLxKNXvlBNrK2mRrIXOJPsvaTMz5qK+8y+9oK9JdcCgTkZIBmXYO6N+ctDWUz0tAG9ooeM7PoFLI4EjmZl64d3Us6+aBUxDsx3VZUhO8MURxbqolcliSD5DJ8qpBrzNC7g3olO3NMpVmCNBIxKvRB1HJKzzKgkPZvEHYa7ppq/EcW+8E9mZu0VGn8NR5CqyAZ1GG3FDy0qmW5uQoYTbPDSkXaV8wlo4Oh2b4o23WkMXg0z7HUd51eFUffjPwCkfVGR7ndO1ks+LVqojJcDXw05/YHDRbf7H5xvVzaIs22jJ0RCd/9ZlL0kDLsmxgH67oQPq9Y1TsK+PHZSjZxhNBjUhf3a+mzcuZ0SCWf0vx3x/ncaa/QVrywgUMs3mXKnnN1JDRO8pv1IWUtpmEW+Jh7KLPfOEHuwyV3CXKNpY1wnu3+4FdPgjGnn2tCNhk4B/cfwDrT+Vah2qrwAAAAABJRU5ErkJggg==)，其中![\vec{x}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMCAYAAAC0qUeeAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAvklEQVQoFY2RAQ3CMBBFrwsCGhwwCQUJw8GCBHAAGpAAFkACEgAtc1DeH21TIAEu+b3/7/6u7WoxRvsGM2vBWh6nJYdzbg/3WVd5BZ+9mKtmoQzYIgaGHv8xe4yDvv5pLltAJlmwXZ/4knwACzAHJyZfyDb+CVKviwqEjDKI68Kh9FKxLQWzG4Yu6zp/nJnj0I9OY9+jqQsYO/Q919B6kBINhQB0NsUGXEf2XELFTZOnwKepOzXhPdATn6VzPABoSHSGAtNI4QAAAABJRU5ErkJggg==)是输入向量，![\vec{y}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAPCAYAAAAyPTUwAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA4UlEQVQoFY2RDQ3CMBCFrwQBCw6YBNCAgwUcgAPQABKQADgAHCyTgAXmYHyv2TWFJcAlb+9+23eddV1n32BmJVirJ+jjFkLY4xceZ7zEn741Z8XkcsCWoOXQ4z/NBY2tpn82pytwxnEihAqeAJ1y6HPSfieeK5aN0DSDH6AGG+CmpZRPNsKT+AZegUuqmC3wr1ls6Y1JPkHJYMx9xsp7QQ//zBolLcWelwyZlsn1SdJJhdziazDZsGgN/FXEu7wx+n6FM0ndMpCguiwWxX3ijF/5cM7xD/b/X5q1aEPDDR7YCz2lsoQQMBEVAAAAAElFTkSuQmCC)是输出向量，![\vec{b}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAQCAYAAADESFVDAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAz0lEQVQoFX2SgQ2CMBBFW+IAJE4gIzgDbqCOwAg4gyO4gxvABgY20BGMG9T3Ly2ppuGSz7X//v1rARdCcCU45xrQqebt4f0Vogb/cYbYFV3USPTAnNZEdTqGjVPbWlQqeu9bMAkl8UYktiOCsSQQZ06x2JKHuP5N8Sa6PsvyO7NxCOTyYuQxWhzIF5o+2qdxImfIu8D6CTpgkTudEkneAn0Wi4oROk+Dwxw5pT14ZHsjJkT29inYJchqTJyRQ0bcEPRpr5z+guWQCN4UdPglvjiTpDB8quqIAAAAAElFTkSuQmCC)是偏移向量，![W](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALCAYAAAByF90EAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA7ElEQVQoFXWSCxHCMBBEExR0kFAcVAMSOpWAhHpAAhqKBCyAA3DAx0HZzWQ7mxRu5ia5d5e9a5owz3OAHeHc3OEHssxH46N4zk05d0qxkoBvFzF+BU/FYulgCHvwTmyDQPbCZqeAa4yxwULfMq6sgchNzIUegDzkNiC4wAuOBj1Ezl7oQh8kls4o7rJIzSlKVpgL8dNYJGvRlVM+4c4HcE5ZmAuxS5qoGp1i4rzglQgVXYi/vs0X7KNzr4l4wRReGxJ6Mz2yfEvLO2IOxrvipnhHOqfVJ9IU9ejiy6+m+sqkiAQ7/+wKPqnu3/oFFc/Du/tDuTMAAAAASUVORK5CYII=)是权重矩阵，![a()](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAASCAYAAABb0P4QAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABV0lEQVQ4EZ2Ui03DQBBE7SgFRCkhJSTpANMBtBA6gBIQJZgSSAlxB3w6iDsA0YF57ziji2VbNiutvLu3Mzf38WVN02RzPcuyAt+Iww4pfmFljuV5vqF/C0kdcRW1+z+OlH1KDLDs9lF7woPiWQpR4lLPeNdKCg+h2J1tLAcgcNXXQ/1kfZZCQAWgb759VrOC7WTCeBjtQfQRvlMslu1IBNyRv8aa8W2iaEU+RvjF+C4QRrIjhSsJlE68T8hIM6/LmLkV63bJknkd2v0RXI2hh8YWqHEpKnpJmq6JT0luGBR0amkqT63CvUGizibvm39Aukz3T9CQrRn4lPBioyGRzFtv3ThYzAUN2Y6Bj6WNkJT4gYInJdEz+Q3fNzw1e73YLr9riqhmvTQwOMnF6wKJxG5N+MdnEUbw0W/qkP3vcVAK9hi3JyTEqjszwe9ZpDNNjSFw6b0P7A954YnYrP/e5QAAAABJRU5ErkJggg==)是激活函数。每一层仅仅是把输入![\vec x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMCAYAAAC0qUeeAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAvklEQVQoFY2RAQ3CMBBFrwsCGhwwCQUJw8GCBHAAGpAAFkACEgAtc1DeH21TIAEu+b3/7/6u7WoxRvsGM2vBWh6nJYdzbg/3WVd5BZ+9mKtmoQzYIgaGHv8xe4yDvv5pLltAJlmwXZ/4knwACzAHJyZfyDb+CVKviwqEjDKI68Kh9FKxLQWzG4Yu6zp/nJnj0I9OY9+jqQsYO/Q919B6kBINhQB0NsUGXEf2XELFTZOnwKepOzXhPdATn6VzPABoSHSGAtNI4QAAAABJRU5ErkJggg==)经过如此简单的操作得到![\vec y](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAPCAYAAAAyPTUwAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA4UlEQVQoFY2RDQ3CMBCFrwQBCw6YBNCAgwUcgAPQABKQADgAHCyTgAXmYHyv2TWFJcAlb+9+23eddV1n32BmJVirJ+jjFkLY4xceZ7zEn741Z8XkcsCWoOXQ4z/NBY2tpn82pytwxnEihAqeAJ1y6HPSfieeK5aN0DSDH6AGG+CmpZRPNsKT+AZegUuqmC3wr1ls6Y1JPkHJYMx9xsp7QQ//zBolLcWelwyZlsn1SdJJhdziazDZsGgN/FXEu7wx+n6FM0ndMpCguiwWxX3ijF/5cM7xD/b/X5q1aEPDDR7YCz2lsoQQMBEVAAAAAElFTkSuQmCC)

**数学理解：通过如下5种对输入空间（输入向量的集合）的操作，完成 输入空间 ——> 输出空间 的变换 (矩阵的行空间到列空间)。   
注：用“空间”二字的原因是被分类的并不是单个事物，而是一类事物。空间是指这类事物所有个体的集合。**

**1. 升维/降维**

**2. 放大/缩小**

**3. 旋转**

**4. 平移**

**5. “弯曲”**

增加节点数：增加维度，即增加线性转换能力。

增加层数：增加激活函数的次数，即增加非线性转换次数。

梯度下降有两个主要问题：

1. **局部极小值**：解决该问题的主要方法为

* **调节步伐：调节学习速率，使每一次的更新“步伐”不同。常用方法有：**

1. 随机梯度下降（Stochastic Gradient Descent (SGD)：每次只更新一个样本所计算的梯度
2. 小批量梯度下降（Mini-batch gradient descent）：每次更新若干样本所计算的梯度的平均值
3. 动量（Momentum）：不仅仅考虑当前样本所计算的梯度；Nesterov动量（Nesterov Momentum）：Momentum的改进
4. Adagrad、RMSProp、Adadelta、Adam：这些方法都是训练过程中依照规则降低学习速率，部分也综合动量

* **优化**起点：合理初始化权重（weights initialization）、预训练网络（pre-train），使网络获得一个较好的“起始点”，如最右侧的起始点就比最左侧的起始点要好。常用方法有：高斯分布初始权重（Gaussian distribution）、均匀分布初始权重（Uniform distribution）、Glorot 初始权重、He初始权、稀疏矩阵初始权重（sparse matrix）

1. **提高梯度计算速度**

名词解释：

以分类为例，当要分类正数、负数、零，三类的时候，一维空间的直线可以找到两个超平面（超平面：**比当前空间低一维的子空间**。当前空间是直线的话，超平面就是点）

**处理结构化数据**：当需要将数据库中的结构化数据持久化或者进行网络传输时，就需要先将他们序列化，所谓序列化，是将结构化的数据变成数据流的格式，简单地说就是变成一个字符串，如何将结构化的数据序列化，并从序列化之后的数据流中还原出原来的结构化数据，统称为处理结构化数据，这就是Protocol Buffer解决的主要问题，除了Protocol Buffer之外，XML和JSPN是两种比较常用的结构化数据处理工具。

**经典损失函数：**

1. **对于分类问题：**交叉熵(信息论中的概念，原本是用来估算信息论中平均编码长度)是常用的评判方法之一，交叉熵刻画了两个概率分布之间的距离，他是分类问题中比较常用的一种损失函数。Softmax回归是一种常见的将神经网络的前向传播得到结果的方法，TensorFlow中已经完整封装了交叉熵的计算过程，可以使用softmax\_cross\_entropy\_with\_logits直接进行交叉熵的计算。
2. **对于回归问题：**回归问题区别于分类问题，分类问题会有多个输出，分类问题只会有一个输出，这个输出就是预测值，对于回归问题，最常用的损失函数 是均方误差(MSE mean squared error)
3. **自定义损失函数:**由于在现实使用场景中，预测多于预测少之间得到的投入产出比并不对等，因此需要自定义损失函数，使得最终的结果符合预期(利润最大化等等)

**神经网络优化算法**

神经网络的优化过程可以分为两个阶段，第一个阶段先通过前向传播算法计算得到预测值，并将预测值和真实值之间对比得到两者之间的差距，然后在第二个阶段通过反向传播算法计算损失函数对每一个参数的梯度，再根据梯度和学习率使用梯度下降算法更新每一个参数。

由于梯度下降法存在一个局部最优的问题，所以在训练神经网络时，参数的数值化值很大程度影响到最后得到的结果，只有损失函数为凸函数时，梯度下降算法才能保证达到全局最优。

梯度下降的另外一个问题就是计算时间太长，因为要在全部训练数据上最小化损失，所以损失函数在所有的训练数据上需要计算损失和，这在海量数据情况下，计算损失函数非常消耗时间，为了加速可以使用**随机梯度下降的算法**，这个算法不是计算全部的损失函数，而是在每一轮的迭代中，随机优化某一条数据上的损失函数，但是随机梯度下降法在某一条数据上损失函数更小并不代表全部数据在损失函数上更小，所以随机梯度下降算法甚至不能达到局部最优。综合这两种方法，实际应用中一般采用这两种算法的折中，每次计算一小部分训练数据的损失函数，这一小部分数据被称之为一个batch，

**学习速率**

TensorFlow中提供了一种灵活的学习速率设置方法，指数衰减法，通过折法函数，可以先使用较大的学习率来快速得到一个比较优的解，然后随着迭代的继续逐步减少学习率，是的模型在训练后期更加稳定。

**过拟合**

为了避免过拟合，一个非常常用的方法是正则化，正则化的思想就是在损失函数中加入 模型复杂度的指标，通常正则化有两种一种为L1正则化，一种为L2正则化，无论哪一种正则化，基本的思想都是希望通过限制权重的大小，使得模型不能任意你和训练数据中的随机噪声，L2相比于L1具有不会让参数变得稀疏以及可导的优势。

还可以使用滑动平均模型，使得模型在测试数据上更健壮

**卷积神经网络**

全连神经网络处理图像的最大问题在于全连接层参数太多，参数太多容易导致计算速度减慢，还很容易导致过拟合的问题，所以需要一个更合理的神经网络结构来有效地减少神经网络中的参数个数，卷积神经网络就可以达到这个目的。

**池化层**

池化层神经网络不会改变三维矩阵的深度，但是它可以缩写矩阵的大小，池化操作可以认为是将一张分辨率较高的图片转化为分辨率较低的图片，通过池化层，可以进一步缩写最后全连接层中节点个数，从而达到减少整个神经网络中参数的目的，池化层与卷积层类似，也是通过移动一个类似的过滤器结构完成，不过池化层过滤器计算不是节点的加权和，而是采用更简单的最大值或者平均值运营，使用最大值的池化层被称之为最大池化层，还是使用最多的池化层结构，使用平均值操作的池化层被称之为平均池化层，其它池化层使用较少。

**过滤器**

过滤器中的尺寸指的是一个过滤器输入节点矩阵的大小，而过滤器的深度指的是输出节点矩阵的深度**过滤器的前向传播过程就是通过左侧小矩阵中的节点计算出右侧单位矩阵中节点的过程。为了避免前向传播得到的矩阵尺寸小于当前层矩阵的尺寸，可以再当前层矩阵的边界上加上全0填充，这样可以使得卷积层前向传播结果矩阵的大小和当前层矩阵保持一致。**

关于卷积层参数，应该说对输入层每一个深度所对应的filter的参数是一致的，且对于每个输出深度，对应的参数也是不同的，所以每个卷积层的参数=filter长度\*filter宽度\*输入层深度\*输出层深度+输出层深度，注意偏移量只与输出深度有关系，即不同输入深度的输入共享同一个偏移量，但不共享同一个filter参数

**迁移学习**

所谓迁移学习，就是将一个问题上训练号的模型通过简单的调整使其适用于一个新的问题，例如可以保留训练好的Inception-v3模型中所有卷积层的参数，只是替换最后一个层全连接层，在最后这一层全连接层之前的网络层称之为瓶颈层，将新的图像通过训练好的卷积神经网络直到瓶颈层的过程可以看成是对图像进行特征提取的过程