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Scaling Issue Response

First experiment was sending bigFlows.pcap to manager with no 
NFs running

Pktgen running at 9.6 Gbps with bigFlows.pcap and no NFs running
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Manager running with no NFs

Pktgen after execution with all packets being received by manager
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Conclusion: Pktgen ran at 9.6 Gbps and the manager received 100% 
of the packets sent from bigFlows.pcap

Sending bigFlows.pcap to the manager with 5 NFs running

Pktgen running bigFlows.pcap at 9.6 Gbps with 5 NFs running
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 (each scaling NF starts 
with a tx drop of 128)

Manager running with 5 NFs

186, 119, 680 − 186, 119, 040 = 640 = 128 ∗ 5
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Conclusion: Pktgen ran at 9.6 Gbps and the manager received 100% 
of the packets sent from bigFlows.pcap with 5 NFs running

Regardless of the pcap file, or the number of NFs running (I ran 
with none, 2, 4, and 5), we were able to achieve a minimum of 
9.6 Gbps while 100% of the packets sent were received.

Pktgen after execution with all packets being received by manager
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