Parallelisierung der Leibniz-Reihe zur Approximation von PI
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# Einleitung

In der heutigen Software gibt es die verschiedensten Methoden Programme zu optimieren und deren Laufzeiten zu verkürzen bzw. zu optimieren. Das Ziel der Vorlesung Informatik IV ist es die Methode der Parallelisierung von Programmen kennenzulernen. Dafür sollen die Vor- und Nachteile in einem eigenen Programmentwurf untersucht und dokumentiert werden.

Auf der BW Cloud ist hierzu ein Netzwerk anzulegen, welches mehrere Instanzen verknüpft. Mithilfe von PUTTY soll SSH-Keys erstellt werden, mithilfe derer auf die verschiedenen Instanzen zugegriffen werden kann.

In der vorliegenden Arbeit wird die Methode der Parallelisierung anhand der PI-Approximation beschrieben.

# MBI

Beschreibung MBI

# Varianten der PI-Approximation

Für die Approximation von PI können verschiedene Methoden herangezogen werden. Innerhalb dieser Arbeit wird auf die Monte Carlo Methode und die Leibniz-Reihe eingegangen.

## Monte Carlo Methode

Die Monte Carlo Methode basiert im Unterschied zu anderen Verfahren der PI-Approximation nicht auf einer Integration oder einer Reihenbildung. Viel mehr wird dieses mathematische Problem mit Hilfe der Generierung von Zufallszahlen gelöst. [2]

Im ersten Schritt wird hierfür ein Quadrat mit einer festen Kantenlänge definiert. Anschließend wird ein Viertelkreisbogen mit dem Radius der genannten Kantenlänge in das Quadrat eingezeichnet. Mithilfe eines Zufallsgenerators werden nun, wie in Abbildung 1 veranschaulicht, Punkte in die Fläche eingezeichnet.

Auffällig ist, dass manche Punkte innerhalb und andere außerhalb des Viertelkreisbogens liegen. Nun muss das Verhältnis zwischen der Anzahl von Punkten im inneren zur Anzahl von Punkten im äußeren Teil des Viertelkreises betrachtet werden.

|  |  |
| --- | --- |
|  | (1) |

Für die Kreisfläche gilt auch:

|  |  |
| --- | --- |
|  | (2) |

Umgeformt nach PI ergibt es:

|  |  |
| --- | --- |
|  | (3) |

Das Ergebnis ist ein Maß für die Fläche des Viertelkreises und somit ein Viertel der Kreiszahl PI. Je mehr Punkte generiert werden, desto gleichmäßiger ist die Verteilung der Punkte und die Genauigkeit der genäherten Zahl von PI. [2]

Das Problem an dieser Methode ist die Aufteilung auf mehrere Instanzen, da durch die zufällig genierten Punkte keine genaue Unterteilung möglich bzw. nur mit einem sehr hohen Aufwand erreichbar ist. (näher beschreiben & erklären)

## Leibniz-Reihe

Ein weiteres Verfahren zur Approximation von PI ist die in Formel (4) beschriebene Leibniz-Reihe. Wie bei der Monte Carlo Methode wird auch hier ein Viertel von PI berechnet. Dies wird mithilfe einer Summenreihe realisiert. Das Indizes *k* wird von *k* = 0 bis *k* = hochgezählt und ist somit die Anzahl an Iterationsschritten für das Programm. Hierbei gilt: Je höher die Anzahl von Schleifendurchläufen, desto genauer ist das Ergebnis.

|  |  |
| --- | --- |
|  | (4) |

Auffällig ist dabei, dass der Zähler durch die Potenzierung jede ungerade Potenz ein negatives Vorzeichen bekommt. Es wird sich somit von beiden Seiten an PI angenähert.

|  |  |
| --- | --- |
|  | (5) |

Die Methode PI mithilfe der Leiniz-Reihe zu berechnen ist daher gut für eine Parallelisierung geeignet, da es sich um eine Reihendarstellung bzw. Reihenform handelt. Für die Parallelisierung des Verfahrens auf mehrere Instanzen können zwei verschiedene Strategien verfolgt werden:

### Autfeilung der Leibniz-Reihe in gleich große Abschnitte

In den ersten Überlegungen, zur Umsetzung der parallelisierten Approximation von PI, kam man zu der Idee den Zahlenbereich der Iterationen auf die jeweiligen Instanzen innerhalb des Netzwerkes aufzuteilen. Nach der Initialisierung der Nodes, würde der Master die Anzahl der zu durchlaufenden Schleifen, in Abhängigkeit der vorhandenen Teilnehmern, aufteilen. Jeder Bereich wird hierbei mittels einer MPI Nachricht gesendet. Dafür ist es notwendig auf Senderseite die MPI\_Send Funktion aufzurufen und auf Empfängerseite die dazugehörige Empfangsfunktion MPI\_Recv. Sind die Nachrichten ausgesendet beginnen die Instanzen mit ihren Berechnungen, sind diese abgeschlossen wird auch, für das Zusammenführen der Ergebnisse, ein Nachrichtenprotokoll implementiert. Problematisch hierbei ist, dass durch die Aufteilung des Zahlenbereiches mit der beschriebenen Strategie die Programmlaufzeiten wohlmöglich sehr unterschiedlich ausfallen werden. Denn die Instanz mit dem ersten Zahlenpaket hat die kleinsten Zahlen und wird somit schneller mit der Berechnung fertig, wohingegen der nächste Zahlenbereich schon erheblich größer ist und somit auch mehr Rechenzeit in Anspruch nimmt. Dazu kommt noch die Implementierung von zwei Nachrichtenprotokollen, die das Programm verlangsamen, da es sich um blockierende Nachrichten handelt. In dieser Art der Kommunikation pausiert das Programm an der Stelle des Sendens seiner eigenen Informationen, bis die dafür vorgesehene Empfangsfunktion aufgerufen wird und die Kommunikation abgeschlossen wurde.

### Schrittweise Aufteilung der Leibniz-Reihe

Zweite Methode

„Deswegen haben wir uns für 2 entschieden“

# Programm-Ablauf

ABCDXYZ

# Laufzeitanalyse

Innerhalb dieses Projekts wurde eine Laufzeitanalyse durchgeführt, um mögliche Vor- und/oder Nachteile der Parallelisierung der PI-Approximation aufzeigen zu können.

Hier werden noch die beiden Varianten erklärt

## Schwankung unterschiedlicher Laufzeiten

Die Schwankungen der Laufzeitmessungen sind mit den unterschiedlichen Latenzzeiten zu begründen, welche durch die interne Kommunikation entsteht. Dazu kann es zu leicht unterschiedlichen Ergebnissen kommen. Deutlich wird dies in Abbildung 2. Die Einzelmessungen sind statistisch um die durchschnittlich errechnete Laufzeit verteilt. Deutliche Ausreißer sind nicht erkennbar, sodass die Einzelmessungen plausibel sind.

## Laufzeitverkürzung

Beide Parallelisierungs-Varianten zeigen eine Laufzeitverkürzung, sodass ein Mehrgewinn eindeutig erkennbar ist. In der Testkonfiguration, in welcher die Rechenkapazität des Masters (login-node) genutzt wird, nimmt die Laufzeit, wie in Abbilung … zu sehen, mit der Anzahl der Worker exponentiell ab. Während Netzwerk in der Berechnung mir nur einer Instanz 18,83s benötigt, beläuft sich die Rechendauer bei der Nutzung von 5 virtuellen Maschinen auf 4,512s. Das ist eine Zeiteinsparung von 76,04%.

\*\*\*\*\* kannst du nochmal ein zwei sätze zu dem fall ohne Master schreiben ich bin mir nicht ganz sicher woran das mit der längeren Laufzeit bei 2 instanzen liegt\*\*\*

## Vergleich Approximation mit bzw. ohne Master

Die zentralisierte Kommunikation über den Master bring Vorteile in der Laufzeit mit, wenn die Anwendung auf bis zu drei Intanzen verteilt wird. Ab der Nutzung von mehr als drei Instanzen ist eine signifikante Verkürzung der Laufzeit nicht mehr zu erkennen. Grund dafür ist die MPI-Kommunikation, welche ab diesem Zeitpunkt prozentual gesehen einen größeren Einfluss auf die Laufzeit hat, als die eigentliche PI-Approximation.

# Fazit

ABCDXYZ

# Ausblick

ABCDXYZ
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