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9. **연구제목**

국문: 뉴로모픽 시스템을 위한 컨볼루션 구조의 병렬화 설계 방법

영문: Synthesis of Activation-Parallel Convolution Structure for Neuromorphic Architecture

1. **연구의 배경/필요성**

최근 컴퓨팅 기술의 발달로 인해, 딥러닝(Deep Learning)을 이용한 인공지능에 대한 관심이 증가하고 있다. 특히, Convolutional Neural Network(이하, CNN)을 이용한 이미지 및 영상 인식 방법에 대해 활발한 연구가 진행되고 있지만, 기존의 폰 노이만 방식의 컴퓨터 구조로는 CNN이 가지고 있는 많은 가중치 파라미터와 메모리와 프로세서 사이의 병목 현상, 또한 그로 기인한 큰 전력 소모가 CNN을 모바일 시스템에 구현하기에 어렵게 하고 있다. 따라서, 기존의 구조에서 구현하기보단, 인간의 뇌와 유사한 방식으로 데이터를 처리하는 뉴로모픽 시스템 방식으로 구현함으로 이것을 해결할 수 있지만, 여전히 컨볼루션 층(Convolution layer)에서의 버스(Bus)의 대역폭(Band-width)의 한계로 인한 처리율(throughput)의 저하를 해결하는 데 어려움이 존재한다. 따라서, 처리율을 높이기 위한 병렬 설계 방법이 요구된다.

1. **연구 목적**

본 연구에서, 시간 지연 신경망(Time-Delay Neural Network, 이하 TDNN)으로 변환시킨 CNN을 뉴로모픽 시스템에 구현하고, CNN의 컨볼루션 층을 병렬화함으로써, 2D 컨볼루션 연산을 빠르게 수행하도록 하는 방법을 제시한다. 따라서, 심층 신경망(Deep Neural Network)을 뉴로모픽 칩(Chip)에 구현할 때, 한정된 공간 안에 처리율을 최대한 증가하도록 하는 설계 방식을 제안한다.

1. **연구 내용, 범위 및 방법**

* 컨볼루션 층의 병렬화 방법
  + 컨볼루션 커널(Kernel)의 Unrolling 방법 개발
  + 2D 컨볼루션의 stride에 따라 가능한 최적화 방법 제시
* 입력 이미지 및 영상에 대한 전/후 처리 문제
  + Border handling: 입력 영상의 2D 컨볼루션 연산에 대한 가장자리 영역 처리 방법
  + Alignment: 입력 영상의 크기에 대한 전처리 방법
  + Padding: 2D 컨볼루션 연산을 위한 전처리 방법

1. **소요되는 주요 연구시설 및 기기**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 주요시설 및 기기 | 규격 | 유무 | 설치기관 | 없는 경우의 대책 |
| Linux Server  (4 GPUs) | 600 x 800 x 500  mm | 有 | 인천대학교 전자공학과  SoC 연구실 |  |
| S2C singleE Virtex7  TAI Logic Module | 200 x 150 x 30  mm | 有 | 인천대학교 전자공학과  SoC 연구실 |  |
| ZedBoard | 150 x 100 mm | 有 | 인천대학교 전자공학과  SoC 연구실 |  |

1. **연구일정**

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 월  항목 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 자료수집 |  |  |  |  |  |  |  |  |  |  |  |  |
| 이론 및 기존 연구 분석 |  |  |  |  |  |  |  |  |  |  |  |  |
| 구조 설계 및 시뮬레이션 |  |  |  |  |  |  |  |  |  |  |  |  |
| 제약 조건 최적화 |  |  |  |  |  |  |  |  |  |  |  |  |
| 결론 도출 |  |  |  |  |  |  |  |  |  |  |  |  |
| 논문 작성 및 수정 |  |  |  |  |  |  |  |  |  |  |  |  |

1. **기대되는 성과 및 활용 방안**
   * 심층 CNN이 구현된 뉴로모픽 시스템의 성능 및 에너지 효율성 증대
     + 저전력 인공지능 기반 반도체 회로 설계 기술 확보
     + 높은 수준의 에너지 효율성 확보로 모바일 시스템에 적용 가능한 칩 개발
   * 다양한 분야에 적용 가능한 Flexible 설계 방법 확보
     + FPGA-Based 혹은 ASIC-based 에 적용 가능한 뉴로모픽 시스템 설계 기술
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