과제 **#1** 완료 보고서

# 모델 선택 및 성능 비교

1. **SVR** 모델

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdElEQVQYlY3QsQ3DQAwDQIVZw2sImuWX0C7uU3MWA15DP8Y/U7kIkHwsgJWuIU2SSTKSLSIOAAPAiIiDZLv+JskyczczfUtm7pLMSLZf6ArJ9qyqV+99s8VV1fYAMOacWEEAa/CB3f38h9z9vF3m/jx3B38D/rBz//rSMiAAAAAASUVORK5CYII=) 하이퍼파라미터: C30000, kernel="linear"
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1. 다른 알고리즘 **-** 그레디언트 부스팅 회귀 **(Gradient Boosting Regressor)**
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![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAdElEQVQYlY3QsQ3DQAwDQIVZw2sImuWX0C7uU3MWA15DP8Y/U7kIkHwsgJWuIU2SSTKSLSIOAAPAiIiDZLv+JskyczczfUtm7pLMSLZf6ArJ9qyqV+99s8VV1fYAMOacWEEAa/CB3f38h9z9vF3m/jx3B38D/rBz//rSMiAAAAAASUVORK5CYII=) 평균 **RMSE**: 53139.97897286685
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# 기타 모델 성능 비교
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# 새로운 모델이 **SVR** 모델보다 우수한 이유

1. 더 낮은 **RMSE**:

그레디언트 부스팅 회귀 모델의 평균 RMSE가 SVR 모델보다 21162.340 낮아졌습니다. 이는 그레디언트 부스팅이 전반적인 예측 정확도에서 SVR 모델보다 우수하다는 것을 나타 냅니다.

1. 더 작은 표준 편차:

그레디언트 부스팅 회귀 모델의 표준 편차는 950.8841600156443이며, SVR 모델의 표 준 편차는 6334.570213729821입니다. 표준 편차가 작을수록 모델의 예측 결과가 안정 적입니다. 그레디언트 부스팅 모델의 결과는 더 일관적이고 신뢰할 수 있습니다.

1. 앙상블 학습의 장점:

그레디언트 부스팅 회귀 모델은 앙상블 학습의 장점을 활용하여 여러 번의 반복을 통해 모 델을 점진적으로 개선하여 편향과 분산을 크게 줄입니다. 이 방법은 복잡한 비선형 관계를 처리할 때 특히 뛰어납니다.

1. 강건성:

그레디언트 부스팅 회귀 모델은 이상값과 잡음 데이터에 대해 높은 강건성을 가지고 있습니 다. 이는 각 단계에서 가중치를 통해 오류의 영향을 줄이려고 시도하기 때문입니다. 이로 인 해 모델이 실제 응용에서 더 실용적이고 신뢰할 수 있습니다.

# 제출 내용
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