语音识别研究的发展、现状以及进展

1. **引言与语音识别的研究意义**

语言，传递信息的声音，是人类最重要的交际工具，是人类相互交流最常用、有效的通信形式，语音是语言的声学表现。能够与机器进行沟通交流是我们人类一直想要做的事情，

语音识别（Speech Recognition），是一门研究实现人与计算机用语音进行有效通信的各种理论和方法的新兴科学，是融计算机科学，数学，统计学，声学，语言学于一体的交叉学科，是当前一门快速发展并已经得到一定广泛应用的研究领域。随着1952年贝尔研究所Davis等人研究成功了世界上第一个能识别10个英文数字发音的实验系统的诞生，语音识别技术经过了多年的沉淀与积累，随着当今机器学习理论，人工智能硬件和算法原理的发展而焕发出了新的活力。如今，语音识别已经在搜索引擎、智能玩具、智能家电、智能手机、智能客服等领域都被广泛地应用。

用语音识别与计算机进行通信，具有明显的实际意义和理论意义。人类可以进行“说话”与计算机进行交换，不必再用大量双手放在键盘上，可以解放双手。这将进一步发挥人类和计算机各自的优势能力。人类也可通过它进一步了解人类的语言、语音能力和智能的机制。在当今数据量急剧增长，人机交互更加频繁的数据时代，语音识别技术将具有更加重要的重要应用价值。

1. **发展脉络及研究背景**

语音识别技术最早起源于上个世纪的50年代，在那个时间，由于研究处于空白时期，许多研究都要从零开始，所以起步时期，语音识别的研究主要针对元音、辅音、数字和许多孤立词的识别。

上个世纪60年代时期，语音识别的研究突破了当时的瓶颈，突飞猛进地发展，取得了一定的成果。线性预测分析和动态规划的提出较好地解决了语音信号模型的产生和语音信号不等长两个问题，并通过语音信号的线性预测编码，有效地解决了语音信号的特征提取。

上个世纪70年代左右，语音识别技术又取得了实质性地进展。基于动态规划的动态时间规整技术（Dynamic Time Warping, DTW）已经成熟起来，随后提出了矢量量化（Vector Quantization, VQ）和隐马尔可夫模型（Hidden Markov Model, HMM）理论[1]。

时间又推进到了20世纪80年代，语音识别开始从孤立词、连接词转向大词汇量、非特定人、连续语音的识别，较前三十年有了一定进步。进行识别的算法也通过传统的基于标准模板匹配的方法转变到了基于统计模型的方法。在声学方面，模型采用也由于HMM能够很好地描述语音时变性和平稳性，开始被光放应用于大词汇量连续语音识别（Large Vocabulary Continuous Speech Recognition, LVCSR）的声学建模[2-3];在语言方面，模型采用也是以n元文法为代表的统计语言模型开始广泛应用于语言识别系统[4]。

来到了20世纪90年代，语音识别在细化模型的设计、参数提取和优化、系统的自适应方面取得较大进展[5]。此时，语音识别技术正在与其他相关领域的技术进行有机地结合，通过该手段以此来提高识别的准确率，便于语音识别技术向产品、商品的方向发展。

1. **目前研究水平、存在问题及未来发展方向**

**3.1 当前研究水平**

进入21世纪，2006 年，Hinton 等人［5］提出逐层贪婪无监督预训练深度网络之后，微软成功地将深度学习应用到自己的语音识别系统中，比 起 之 前 的 最 优 方 法，使 单 词 错 误 率 降 低 了 约30%［6］，这称得上是语音识别领域中的再一次重大突破。随后，微软的基于上下文相关的深度神经网络—隐马尔可夫模型( context-dependent DNN-HMM，CD-DNN-HMM) 对大词汇量语音识别的研究成果，彻底改变了语音识别系统的原有技术框架［7］。目前许多国内外知名研究机构，如微软、讯飞、Google、IBM 都积极开展对深度学习的研究［8］。在人们生活的应用层面上，由于移动设备对语音识别的需求与日俱增，以语音为主的移动终端应用不断融入人们的日常生活中，如国际市场上有苹果公司的 Siri、微软的 Cortana 等虚拟语音助手; 国内有百度语音、科大讯飞等。还有语音搜索( VS) 、短信听写( SMD) 等语音应用都采用了最新的语音识别技术。现在，绝大多数的SMD 系统的识别准确率都超过了 90% ，甚至有些超过了 95% ，这意味着新一轮的语音研究热潮正在不断兴起[8]。2012年，微软邓力和俞栋老师将前馈神经网络FFDNN（Feed Forward Deep Neural Network）引入到声学模型建模中，将FFDNN的输出层概率用于替换之前GMM-HMM中使用GMM计算的输出概率，引领了DNN-HMM混合系统的风潮。长短时记忆网络（LSTM，LongShort Term Memory）可以说是目前语音识别应用最广泛的一种结构，这种网络能够对语音的长时相关性进行建模，从而提高识别正确率[9]。双向LSTM网络可以获得更好的性能，但同时也存在训练复杂度高、解码时延高的问题，尤其在工业界的实时识别系统中很难应用。

**3.2 当前所面临的问题**

由上文我们可以知道，语音识别技术已经取得了长足的进步，各项子任务的处理速度和准确度也在不断地提升。但是这一领域仍然存在一些问题，亟待人研究人员和开发人员探索解决。

**3.2.1强化学习与语音识别技术仍待结合**

强化学习是指学习者 (计算机) 可以通过和环境的交互获知自己学习的结果，通过接收到的外界信号来指导自己的行为，从而逐渐获得预期的最好效果。强化学习在图像识别等领域已经取得了很好的效果，计算机可以通过人工标注的权重来进行自调整。然而，不容知否的是，强化学习在语音识别领域的应用仍旧较少。

但是，由于语音识别涉及的评价维度更加多种多样，人工标注反馈的成本巨大等原因，强化学习尚未在语音识别领域发挥其最大的价值。例如用户在与智能客服进行交互后的评价过程实际上就是语音识别的信号回馈过程[10]，但用户往往只能给出模糊的评分，缺乏其他维度的反馈，这使得智能客服的表现并不能通过客户的回馈得到显著的改善。这一领域仍待研究者进行探索。

**3.2.2 语音识别在口声和噪声中存在的问题**

语音识别中最明显的一个缺陷就是对口音和背景噪声的处理。最直接的原因是大部分的训练数据都是高信噪比、美式口音的英语。比如在交换台通话的训练和测试数据集中只有母语为英语的通话者（大多数为美国人），并且背景噪声很少[11]。

而仅凭训练数据自身是无法解决这个问题的。在许许多多的语言中又拥有着大量的方言和口音，我们不可能针对所有的情况收集到足够的加注数据。单是为美式口音英语构建一个高质量的语音识别器就需要 5000 小时以上的转录音频。

**3.2.3 语音识别在模型、自适应、强健性方面的问题**

从算法模型方面来说， 需要有进一步的突破。目前使用的语言模型只是一种概率模型，还没有用到以语言学为基础的文法模型，而要使计算机实实在在地理解人类的语言，就必须在这一点上取得进展[12]。

从自适应方面来讲，语音识别技术也有待进一步改进，做到不受特定人、口音或者方言的影响，这实际上也意味着对语言模型的进一步改进。

从强健性方面来说，语音识别技术需要能排除各种环境因素的影响。 目前，对语音识别效果影响最大的就是环境杂音或嗓音，个人能有意识地摒弃环境嗓音并从中获取自己所需要的特定声音，如何让语音识别技术也能达成这一点是一个艰巨的任务[13]。

**3.3未来发展**

多语言混合识别以及无限词汇识别方面：将来的语音和声学模型可能会做到将多种语言混合纳入，用户因此就可以不必在语种之间来回切换。 此外，对于声学模型的进一步改进，以及以语义学为基础的语言模型的改进，也能帮助用户尽可能少或不受词汇的影响，从而可实行无限词汇识别[14]。多语种交流系统的应用是将语音识别技术、机器翻译技术以及语音合成技术的完美结合，全世界说不同语言的人都可以实时地自由地交流，不存在语言障碍。可以想见，多语种自由交流系统将带给我们全新的生活空间。语音情感识别：近年来随着人工智能的发展，情感智能跟计算机技术结合产生了情感计算这一研究课题，这将大大地促进计算机技术的发展。 情感自动识别是通向情感计算的第一步[15]。 语音作为人类最重要的交流媒介，携带着丰富的情感信息。 因此，如何从语音中自动识别说话者的情感状态，近年来受到了各领域研究者的广泛关注。

1. **总结和感想**

在计算机以及人工智能等技术的发展历程中，语音识别的起步相对较晚，理论基础相较于计算机视觉等较为成熟的领域仍旧较浅，但正因如此，语音识别也是一个具有广阔研究领域和应用领域的研究方向。语音识别面临实际问题多种多样，难以用一成不变的套路应对变化万千的需求，这对自然语言处理的研究人员是巨大的挑战，对具体的实现技术也提出了很高的要求。

可以预见，在不久的将来，随着语音识别技术的不断进步，语音识别系统的研究将会更加深入，语音识别系统的应用将更加广泛。各种各样的语音识别系统产品将出现在市场上。人们也将调整自己的说话方式以适应各种各样的识别系统。在短期内还不可能造出具有和人相比拟的语音识别系统，要建成这样一个系统仍然是人类面临的一个大的挑战，我们只能朝着改进语音识别系统的方向一步步地前进
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