These two references describe the two basic approaches I intend to take. One is varying the properties of a neural network to have it be more efficient, and the other is exploiting its properties that are ripe for parallelization to be more performant and do more work faster, using multiple cores, GPU hardware acceleration, or both.
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