**Explicabilité des comportements malveillants dans les applications Windows via des graphes de flux de contrôle (CFG) et des méthodes d'explicabilité avancées**

**Résumé**

Cet article présente une approche d’explicabilité appliquée à la détection et l’analyse des comportements malveillants dans les applications Windows en utilisant des graphes de flux de contrôle (CFG) et des techniques d’explicabilité avancées. Nous combinons des méthodes d’explicabilité locales (LIME, SHAP) et globales (TreeExplainer, Grad-CAM) pour mieux comprendre les prédictions des modèles de classification de graphes. Les résultats montrent une amélioration significative de la compréhension des comportements malveillants.

**Introduction**

L’analyse des applications Windows pour détecter les comportements malveillants est un défi majeur en cybersécurité. Les modèles de classification de graphes permettent d’extraire des caractéristiques importantes des flux de contrôle, mais leur nature complexe rend difficile l’interprétation des décisions. Cet article propose une méthodologie d’explicabilité combinant des méthodes locales et globales pour fournir une meilleure interprétation des modèles.

**Méthodologie**

Notre méthodologie repose sur l'utilisation de modèles de classification de graphes appliqués aux CFGs extraits des applications Windows. Elle repose sur une représentation des applications Windows sous forme de graphes de flux de contrôle (CFG). Les nœuds de ces graphes représentent les instructions assembleur, tandis que les arêtes indiquent les transitions possibles entre ces instructions. L'approche comprend les étapes suivantes :

1. **Extraction des CFGs** : Les applications sont analysées pour extraire leurs CFGs, en identifiant les fonctions et les blocs de base constitués d'instructions assembleur.
2. **Classification des CFGs** : Un modèle d'apprentissage est entraîné sur ces graphes pour détecter des comportements potentiellement malveillants.
3. **Explicabilité** : Les décisions du modèle sont expliquées en identifiant les parties du graphe qui contribuent le plus à la classification.

Pour améliorer l’interprétabilité de ces modèles, nous appliquons différentes méthodes d’explicabilité :

**Méthodes locales**

* **LIME (Local Interpretable Model-agnostic Explanations)** : Perturbe les données d’entrée et mesure l’impact sur la sortie pour construire un modèle interprétable localement.
* **SHAP (SHapley Additive exPlanations)** : Basé sur la théorie des valeurs de Shapley, il calcule l’importance de chaque feature en attribuant un score d’explication.

**Méthodes globales**

* **TreeExplainer** (pour les modèles basés sur des arbres) : Permet une interprétation globale des modèles en évaluant l’importance moyenne des features sur l’ensemble des prédictions.
* **Grad-CAM** (Gradient-weighted Class Activation Mapping) : Utilisé principalement pour les réseaux de neurones convolutifs, mais adaptable aux modèles de classification de graphes pour visualiser les parties importantes du graphe.

**Intégration dans notre approche**

Les méthodes d’explicabilité sont intégrées au processus de classification des CFGs pour fournir des explications compréhensibles par un humain. Les méthodes locales permettent d'expliquer des prédictions individuelles tandis que les méthodes globales fournissent une vision d'ensemble des décisions du modèle.

**Résultats**

Nous avons évalué notre méthodologie sur un ensemble de données d’applications Windows malveillantes et bénignes. Les résultats montrent que l’utilisation combinée des méthodes locales et globales permet une compréhension plus fine des comportements malveillants détectés.

**Conclusion**

Cet article présente une méthodologie d’explicabilité combinant des techniques locales et globales pour améliorer l’interprétation des modèles de classification de graphes appliqués aux CFGs. Cette approche permet non seulement de détecter des comportements malveillants mais aussi d’en fournir une explication compréhensible par un expert en cybersécurité.
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