**Problem Statement:**

With the explosive growth of scientific literature, traditional keyword-based search engines increasingly struggle to retrieve relevant research papers because they rely on exact word matches. This limits their ability to find conceptually related documents that use different terminology or paraphrasing.

**The Objective:**

This project aims to build and compare two search methods for scientific papers:

* Keyword Search: Using TF-IDF (Term Frequency-Inverse Document Frequency) and cosine similarity to find papers containing exact query terms. This method excels in precise and acronym-based searches.
* Semantic Search: Using Sentence-BERT embeddings to capture the semantic meaning of texts, allowing retrieval of contextually similar papers even when keywords differ.

**Dataset:** <https://www.kaggle.com/datasets/Cornell-University/arxiv?resource=download>

The dataset used is the arXiv dataset available on [**Kaggle**](https://www.kaggle.com/datasets/Cornell-University/arxiv?resource=download). ArXiv is a long-standing, open-access repository of scholarly articles, operating for nearly 30 years. It covers a wide range of scientific disciplines, including physics, computer science, mathematics, statistics, and quantitative biology. The dataset consists of metadata for approximately 2.8 million papers, of which 1 million rows are used for this project.

The dataset contains the following columns:

1. 'id'
2. 'submitter'
3. 'authors'
4. 'title'
5. 'comments'
6. 'journal-ref'
7. 'doi'
8. 'report-no'
9. 'categories'
10. 'license'
11. 'abstract'
12. 'versions'
13. 'update\_date'
14. 'authors\_parsed'

Methodology:

**Data preprocessing**

* Loaded 1 million rows from the arXiv metadata JSON file into a DataFrame.
* Cleaned and preprocessed abstracts by converting to lowercase, removing punctuation, and removing stopwords for TF-IDF vectorization.
* Created a cleaned version of abstracts for keyword search.

**Keyword Search (TF-IDF)**

* Built a TF-IDF vectorizer with parameters:
  + Maximum of 500,000 features
  + Ignored terms appearing in more than 80% (max\_df=0.8)
  + Ignored terms appearing in fewer than 5 documents (min\_df=5)
* Transformed the cleaned abstracts into TF-IDF vectors.
* Developed a simple search function that transforms user queries with the same TF-IDF vectorizer and computes cosine similarity between the query and document vectors.
* Returned top results ranked by cosine similarity scores.

**Semantic Search (Sentence-BERT)**

* Loaded the pre-trained Sentence-BERT model all-MiniLM-L6-v2 to generate 384-dimensional embeddings.
* Embedded all raw abstracts (without extra cleaning) into dense vector embeddings.
* Developed a search function that encodes the user query into a semantic embedding, compares it via cosine similarity to document embeddings, and returns the top matches ranked by similarity.

Results:

* Keyword Search effectively retrieves exact and acronym-matching documents. For example, querying "GPT-4" efficiently finds papers mentioning the term explicitly.
* Semantic Search successfully captures the conceptual meaning of queries. It retrieves relevant papers where semantically related terms are used instead of exact keywords, e.g., for a query like "AI models that can write text," obtains papers discussing machine learning-based text generation methods.
* Both search methods show strengths in different query contexts, demonstrating the importance of semantic understanding beyond mere keyword matching.

Conclusion:

This project showcases the advantages and limitations of traditional keyword-based search versus modern semantic search in scientific literature retrieval. By implementing both TF-IDF and Sentence-BERT based solutions, it highlights how combining lexical matching with semantic understanding provides more comprehensive search capabilities, essential for navigating large scientific corpora effectively.