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A.) Latent Semantic Analysis (LSA)

Latent Semantic Analysis is also known as Latent Semantic Index (LSI). It is used extensively in text-based sentiment

classification. Its purpose is to analyse text documents and understand the latent meaning of those documents. The LSA

algorithm follows a two-point approach in order to classify a document. The first step is called the bag of words approach.

Here, the documents are represented as “bag of words”. A count matrix is prepared where the number of instances of each word

is calculated. In this step, the order of words is not important. In the second step, the algorithm tries to look for patterns for

words that usually occur together in a certain kind of document. Next, we try to identify the frequency of a word in each

document following which we can assign weights to each word.

The most popular weighting technique is called TFIDF.

TFIDFi,j = ( Ni,j / N\*,j ) \* log( D / Di )

In this formula, TFIDF is the term frequency in the document, Ni,j represents the number of times the word i appears in the

document j, N\*,j represents the number of total words in the document j, D is the number of documents and Di is the number

of documents in which word i appears.

B.) Naïve Bayes Algorithm (NB)

Naïve Bayes is a collection of classification algorithms which are based on the Bayes theorem. The common principle that

each algorithm in the Naïve Bayes family shares is that every feature being classified is independent of the value of any other

feature. Naïve Bayes is a simple algorithm than can sometimes outperform more sophisticated algorithms.

The conditional probability for the Naïve Bayes is defined as :

P( Xj yj) = \_mi=1 P( xij yj) (2)

In this formula, is the feature vector defined as X=fx1 ,x2 ,....xm g and yj is the class label.

C.) Support Vector Machines (SVM)

Support Vector Machines aka SVM is a machine learning problem that is widely used in classification problems. SVM’s

are based on the idea of finding the right hyperplane that can divide a dataset into two classes. SVM uses the discriminative
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function defined as

g( X) = wT \_( X) + b (3)

In this formula, ’X’ is the feature vector, ’w’ is the weights vector and ’b’ is the bias vector. \_ () is the non-linear mapping

from input space to high dimensional feature space. ’w’ and ’b’ are learned automatically on the training set.

D.) K-Nearest Neighbours (KNN)

K-Nearest Neighbours algorithm or the KNN algorithm is a non-parametric lazy learning algorithm. This algorithm stores

all available cases and classifies new cases based on similarity measure. It measures the distance between a query scenario and

a set of other scenarios in the dataset. KNN algorithm is measured by a distance function.

dist(x, y) = n i=1Σ √(xi ). - (yi). (4)

In this formula, We can compute the distance between two

scenarios using some distance function d(x,y), where x,y are

scenarios composed of N features.
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